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Abstract

Authenticity).

This document, ‘Final Specification of Security and Privacy forloT-enhanced AD’, analyses the effect
of riskidentification related to the AUTOPILOT open loT platform for autonomous driving. Following
D1.9 it identifies and confirms the information assets of the system, the relevant stakeholders and
the stakeholders’ value foragiven asset (Confidentiality, Integrity, Availability, Accountability and

It thenidentifies the system’s vulnerabilities with regard to the system interfaces, the user interfaces
(including management, administration and support interfaces), the physical location of the assets
and the shared communications links with other services.
The identification of the system’s assets and vulnerabilities is followed by establishing and
quantifying security risks by assigning a probability value and listing the impact for each risk.

After the risk analysis, the document makes recommendations for security in Automated Driving.
The effect of the initial specification on AUTOPILOT development is then analysed and advice and
considerations are given originating from experience.
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V2X

Vehicle to Any

VRU

Vulnerable Road User (e.g. pedestrian, cyclist)

WSN

Wireless Sensor Network
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Executive Summary

With the increasingadoption of 10T, new security challenges need to be addressed as the threat of
attacks is moving from the digital to the physical world, leading to even more severe safety
implications.

Many operational systems are moving from closed, or notinteroperable systems and protocols (e.g.,
SCADA, Modbus, CIP), to open networks of internet-connected devices that further expand the
attack surface. Many of the vulnerabilities in loT could be mitigated through a security—by-design
approach. However, several |oT devices, today, do not incorporate even basic security measures.

Security is critical to the adoption of loT, especially in AUTOPILOT, because we want to make sure we
can "trust" data flowing between sensors, actuators, rules engines and other connected components
of our architecture. Furthermore, when loT devices are used for AD (Autonomous Driving)
functionalities, as addressed by the AUTOPILOT project, security aspects must be stressed because
matters of safety and national security may be at stake. Autonomous vehicles, if used as a weapon,
would cause substantial harm to people and societies.

The analysis does not include different stakeholders that are responsible for these different
objectives, such as safety, national security, ICT security.

Stakeholders can address these 10T security challenges around the following principles:
1 Incorporate security at the design phase;

Provide advanced security updates and vulnerability management;

Build on proven security practices;

Prioritize security measures according to potential impact;

Promote transparency across |oT;

Connect carefully and deliberately.

=a =4 -4 -4 A

The existing security technologies and methodologies need to evolve from their current status to
addressall the new loT an AD security issues. This document collects the state of the art information
about AD in 10T, highlights the related threats and challenges, and provides guidance on how to
address them with today’s best practices.

As a takeaway from the AUTOPILOT project, we can highlightthe importance to follow a security-by-
designapproachinorderto achieve the project’s security goals. The remarkable work conducted on
AUTOPILOT has produced a clear understanding of the security needs for an loT-enhanced AD
infrastructure. Such information, distilled in particularinto the risk analysis, was achieved during the
initial project design Phase and gave inputs to the partners about the risks and security
requirements involved. As a possible further improvement on this process the authors of this
documentsuggestincluding a high level risk analysis during the initial project proposition, before the
start of the project, so that more knowledge is available to allocate tasks that derive from the
projectrisk analysis, and so that all partners are aware of the security needs of the project from their
very firstinvolvement.
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1 | notdructi on

The scope of AUTOPILOT covers both autonomous driving (AD) and the Internet of Things (loT) by
leveraging the latter to provide better Intelligent Transport Systems (ITS) applications.

The hybrid nature of the project is reflected in this document: some use cases described in the
projectare heavily built on top of ETSI ITS-G5 standards [1] and enriched using loT technologies and
platforms.

The Security, Privacy and Data Models for this project can thus be seen as an evolution of ITS
methodologies thatintegrate loT measures. The AUTOPILOT risks, threats, assets and stakeholders
are a superset of those of ITS and loT.

In the AUTOPILOT context, the traditional confidentiality, integrity, non-repudiation, availability,
authenticity and accountability security objectives must all come after safety and must help to
ensure safety.

Safety, eventhoughitis notstrictly in the scope of this document, has major weight in deciding the
risk ranking, the mitigations and the requirements for AUTOPILOT. For this reason it has been taken
into account as a key aspect while performing the risk analysis.

As perfect security does not exist, the design of security features in a safety-critical environment
always puts safety as the top priority. ETSI, as in the ETSI TR 102 893 [2], addresses the core threats,
risks and vulnerabilities for ITS-G5.

In thisdocument we present the AUTOPILOT open loT platform for AD, which makes use of ITS-G5,
and specify security and privacy approaches building on top of ETSI results. The document also
provides references to several standards that cover security and privacy.

It is not in the scope of this document to analyse the low-level security details of the used
communication technologies (e.g., LTE or Wi-Fi).

The purpose of the D1.9 deliverable, which was the result of work package 1, “Task 1.5, Security,
privacy and data Specification”, was to frame and guide the security and privacy developments for
the AUTOPILOT project. This “Final Specification of Security and Privacy for loT-enhanced AD”, D1.10
document, isan updated version of the specification that has been written at the beginning of the
AUTOPILOT project.

1.1 Purpose othe document

This document serves as the “Final Specification of Security and Privacy for loT-enhanced AD:
specification of security and privacy requirements”. The requirements cover identified use cases,
having as a reference the specified architecture and selected communication technologies.

This document is an update of D1.9 which was the overall guidance document for security and
privacy in AUTOPILOT. The requirements identified are linked to relevant standards, so that
engineers initially not fully familiar with security had links and entry points to guide their design
choices. The document includes an analysis of the various security standards that are relevant to
AUTOPILOT.

This document is organized in 6 sections.

Section 1 provides general introduction.

2 describes an overall view of the AUTOPILOT project and presents a summary of the use case and
pilot site architectures and communication specifications based on deliverables D1.1[4], D1.3 [5],
and D1.7[6].

10
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Section 3 defines the target of the evaluation and identifies key risks associated with the AUTOPILOT
use cases in terms of security and privacy.

4 presents a critical assessment of the standards used in the project.

5 presents the state of the artin loT security and privacy.

Section 6 definesthe security and privacy requirements for AUTOPILOT taking into account and the
risk analysis of 3 and referencing the architectures from T1.2 [7] and T1.3 [8] architectures and the
communication specification from T1.4 [9].

1.2 Intended audience

This document is the final security and privacy specification of the AUTOPILOT project. As such, it
contains a high-level set of controls used for designing and implementing security and privacy in the
project.

D1.9 introduced the security and privacy standards, concepts and technologies relevant to the
AUTOPILOT project.

The requirementsin section 6.2 are derived by applying standard mitigations on top of risk analysis.
The reader can use the same risk analysis to derive more or different requirements from other
standards.

1.3 Terminology

End user Functional agent directly representing the human user of the ITS or the ITS service
provider [2].

ITSGS Access technology to be used in frequency bands dedicated to European Intelligent
Transport System (ITS) [1].

Attack: Assault on a system that derives from an intelligent threat [10].

Availability: Property of ensuring timely and reliable access to, and use of, control system (as
defined by the ISA |EC 62443 standard) information and functionality [10].

Incident Eventthat is not part of the expected operation of a system or service that causes, or may
cause, an interruptionto, ora reductionin, the quality of the service provided by the control system
[10].

Security levelMeasure of confidence thatthe IACSis free from vulnerabilities and functions in the
intended manner [10].

Industrial automation and control systenCollection of personnel, hardware, software and policies
involved in the operation of the industrial process and that can affect or influence its safe, secure
and reliable operation [10].

11
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2 AUTOPILOT Overall Architecture

2.1 AUTOPILOT Security and Privacyhiexcture

The AUTOPILOT security and privacy architecture closely follows, uses and extends the ITS
architecture.

A high-levelviewof the ITS architecture isshownin Figure 1, where a number of security interfaces
allow security services to be provided at different levels. The diagram shows how the security
component is connected to all the other components of the ITS architecture.
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Figurel — Examples of possible elements in the ITS station reference architectui@ken from [11]

On top of the ITS architecture, AUTOPILOTintroduces loT functionalities which also must be secure
and conform to privacy principles.
A simplified loT security model is offered by ITU-TRecommendation Y.2060 [12] through the security
capabilities layerreportedin Figure 2. It includes generic security capabilities that are independent
of applications.
ITU-T Y.2060, which provides an overview of the Internet of Things, clarifies the concept and scope
of loT, identifies the fundamental characteristics and high-level requirements of the loT and
describesthe loTreference model [12]. In addition, the Recommendation ITU-T Y.2060 [12] lists the
following as examples of generic security capabilities, as illustrated in Figure 2:
1 Application Layerauthorization, authentication, and application data confidentiality and
integrity protection, privacy protection, security audit, and anti-virus;
1 Network Layerauthorization, authentication, user data, and signalling data confidentiality,
and signalling integrity protection;
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1 Device Layerauthentication, authorization, device-integrity validation, access control, data
confidentiality, and integrity protection.
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Figure2 — ITUT Recommendationy.2060 IoT Reference Moddhkenfrom [12]

As can be seen comparing Figure 1 and Figure 2, the loT and ITS approaches are very similar in
structure.

The differences are of course inthe detailed specifications, but the overall approach can be shared.
For this reason, this document will not address the ITS and loT aspects separately, rather it will
tackle the security and privacy requirements for both aspects at the same time.

As the ETSI and loT architectures are similarin principle, in AUTOPILOT we choose to adhere to the
ETSI architecture (Figure 1) [11].

2.2 Input from Other Tasks
2.2.1 Use cases

As reportedinD1.1and D1.2 we now provide here a brief description of the Use Cases forthe
AUTOPILOT project. For latest details, please see D1.2.

2.2.1.1 Automated Valet Parking

This use case is a driverless AD use case including on-street car drop-off, driving to and from a
parking spot, forward and backward manoeuvring and on-street passenger pickup.

This use case has two main scenarios: namely autonomous parking of the vehicle and autonomous
collection of the vehicle.

In the first scenario, the vehicle parksitself after the driver has left it at the drop-off point, while in
the second scenario the driver will request the vehicle to drive itself to the pickup point.

2.2.1.2 Highway Pilot

In this use case the driver must deliberately activate the automated driving on motorways from
entrance to exit, on all lanes, additionally he does not have to monitor the system constantly.

At the first stage of the project, vehicles can only rely oninformation collected within the range and
capabilities of their own sensors.

13
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The Highway Pilot provides road hazard warning and adaptations of the driving considering those
hazards.

2.2.1.3 Platooning
This use case focuses on platoon scheduling and organization, from complex road networks towards
motorway platooning.
There are various starting configurations of the platoon’s assembly process and vehicle types,
congestion levels of traffic, different penetration rates of legacy traffic connected to the platooning
system, and specific (potential) interactions with legacy traffic, but the main two variants of
platooning are:
1 Anurbanvariantto enable car rebalancing of agroup of vehicles, involving one driver only;
1 A highwayvariant at Brainport, exploring also the use of adedicated lane (emergency lane).

2.2.1.4  Urban Driving

In the urban driving use case, a fully automated vehicle is able to handle all driving from point A to
point B without the passenger’sinput, as described inthe ERTRAC “Fully Automated Private Vehicle”
[13] representing the SAE Level 5 “Full driving automation”. The driver can override or switch-off the
system at any time.

Two main situations are described in this use case: the road intersection equipped with traffic light
and the VRUs detection and collaborative perception. Infact, the main research questions for urban
drivingare related tothe interaction with trafficlights and legacy traffic, robustness and safety when
dealingwith vulnerable road users and positioning. In this context, the vehicle will become an loT
element, gathering relevant information and data from loT connected elements, such as traffic
lights, cameras or other connected vehicles.

2.2.2 PilotSites

As perthe Grant Agreement, the AUTOPILOT project will develop new services on top of the loT eco-
system using five permanent large-scale pilot sites located in Europe, namely Finland, France,
Netherland, Italy and Spain, plus one in Daejeon —South Korea.

In this section we brieflydescribe the main permanent pilotsites. For a more specific description of
these different use cases see D1.1 [4].

1 FINLAND-Tampere:The Tampere pilot site focuses on urban driving and automated valet
parking. Users can access AD cars and use their smartphones or the vehicle’s HMI (Human
Machine Interface) to select a destination in which a parking-spot is automatically booked
before leaving. Duringthe trip, the car interacts with signalling devices likeintelligent traffic
lights that use cameras to detect non-AD road users. The car can autonomously reach
(monitored by the control room) the parking after dropping off the user.

1 FRANCE Versailles:The Versailles pilot site focuses on tourist applications that enable
users to share cars, offering a range of connected services and local business localization
tools that drive them autonomously from sharing stations through the “Chateau de
Versailles” (Level 4AD) areaand in the streets of Versailles. Fleet rebalancing and platooning
are used to strengthen the business model. The autonomous small fleet will use a range of
POI (Point Of Interest) detection technologies (satellite, pattern recognition, QR Codes,
beamsand RFIDS) and it uses VEDECOM vehicles equipped with loT AD functions. Moreover,
the system will provide a fleet manager HMI purposed at using platooning technology to
rebalance the fleet.

7 NETHERLANDSBrainport: In the Netherlands pilot site, different use cases will be
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implemented. First of all, there is the platooning of two or more vehicles from Helmond to
Eindhoven using the motorway in which people can make themselves available as potential
platoon leaders. The second use case, entitled “driverless car rebalancing”, pertains to the
rebalancing of a numberof shared driverless cars over a set of pickup locations, depending
on user demands. In the third use case, entitled “automated valet parking”, an unmanned
vehicle is driven automatically starting from a drop-off location to a parking spot. The
procedure is assisted by some cameras, drones or other loT-enabled vehicles, the vehicle
has an obstacle-free route to a parking position.

Finally, inthe highway pilot use case, acloud service merges the sensor measurements from
different loT devices (in particular from vehicles and roadside cameras) in order to locate
and characterize road hazards (potholes, bumps, fallen objects, etc.). The goal is then to
provide incoming vehicles with meaningful warnings and adequate driving
recommendations (taken into account by the autonomous/assisted driving functions) to
manage the hazards in a safer or more pleasant way. Built upon collective learning of loT,
this 6th sense anticipation mechanism aims at replicating the human driving experience and
road awareness in autonomous vehicles.

1 ITALY-Livorno:The Italian pilot site implemented three main services related to:

o Highway: with the road hazard on the roadway, roadway works with the traffic
control centre (TCC) inthe loop, surface road condition and in which the loT enabled
speed adaptation and lane change;

o Urban: the VRU uses cameras in orderto monitorand detect pedestrians, connected
bicycles and road surface conditions, increasing road safety;

o Highway and Urban: this use case mainly focuses on data crowdsourcing from loT
with pothole and surface road condition detection, Bluetooth and Wi-Fi MAC
address detection and CAM-DENM detection from V2I.

1 SPAIN-Vigo: The Spanish pilot site presents two different use cases: urban autopilot and
automated parking. Urban autopilot is assisted by loT and it foresees the adaptation of
speed in urban roads in autonomous mode and early reaction to potential warnings. The
innovation that the second use case brings to the projectisthe indoor positioning inside the
parking lot. The vehicles using also data provided by the loT platform, can park
autonomously. Drivers are required to use a parking app in order to retrieve the car. The
driverrequests the car to exit the parking and waits for it to reach him. This last use case is
called Automated Valet parking.

1 KOREA-Daejeonthis pilotsite is focusing on the Urban Driving use case, especially in the
deployment of an Intersection Safety Information (ISI) System [D1.2]. This system is
configured to warn vehicles about many obstacles like pedestrians and other vehicles
crossing the road and trafficsignal phases [D1.2]. Aradar detects pedestrian and it send the
information tothe OBCU equipped in the vehicles. The OBCU receives the information and
displaysitin the User Interface

2.2.3 Architecture

The architecture adopted for each of the above use cases is described in the following subsections.
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2.2.3.1 AutomatedValet Parking

- = r ] Smartphone
Parking Service User/vehicle management : "
Pub: collect request ‘
Sub: events
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Open loT platform

Pub: Parking data, Pub: Events

Pub: Probe Data
Events, (map)

In-Vehicle loT

Camera management
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3rd party systems

N
| -

Camera Control room

Figure3 — Example of Automated Valet Parkingrchitecture, taken from D1.3[5]

The components of the automated valet parking use case architecture (see Figure 3) are explained
below.

1 Autonomous Vehicle: equipped with in-vehicle sensors, this vehicle has functionalities for
detectingthatthe driverhasleftthe vehicle, for driving to the destination and for avoiding
obstacles;

1 Parking Camera Management: camera processing equipment sends events on detected
objectsand/orinformation on parking place availability to the loT Platform. For monitoring
and controlling the movement of unmanned vehicles, a control room may be needed;

1 Smartphone: it contains the application for collecting the vehicle;

1 User/Vehicle Management Service: it handles vehicle collection requests and submits
validated collection requests to the vehicle;

1 Parking Service: handles parking spot requests and allocates parking spots to vehicles;

1 3rd party systems: any external system that may be connected to the AVP system.

2.2.3.2 Highway Pilot

The main goal of this Use Case concernsthe combined use of loT and C-ITS. The loT sensors send an
alert to the road side unit (RSU) using loT standard protocols. The RSU broadcasts the info to the
vehicle (DENM) and the traffic control centre (TCC). The latter validates the alert and forwards the
DENM message to remote RSUs. The TCC, at the same time, feeds the oneM2M platform with alert
related data.
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Figure4 — Initial Highway Pilot Architecture

The combination of the “long range” information provided by loT and the related cloud, and “short
range” information provided by ITS-G5 notifications is expected to enhance the capability of an AD
vehicle to perform manoeuvers with relaxed response time requirements. Figure 4 shows a possible
architecture for this use case.

The Highway Pilot use case in Brainport willimplement an overhead architecture where the car can
uploaditsloT sensor measurements, over LTE, through the loT platform and up to a cloud platform
On the cloud the regular process of immediate alerting as described above is enhanced by means of
algorithms that can learninreal-time the changing road condition. Upon detection of ahazard in the
analysed data, the cloud will triggeran alert that will propagate down following the architecture of
Figure 4.

2.2.3.3 Platooning

Platooning is an AD application where fully automated driving or driverless vehicles will join and
drive in a platoon with a leading vehicle in front. Driving in a platoon requires vehicles to use
advanced V2V communications.

CONTROL CENTER [

RZL 4
‘ CAR SCHEDULE

onekd i -

WEHICLE i

Figure5 — Initial Platooning Architecture
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Such communications use loT, which makes the car an entity that can be controlled by the
application and services.

Data at this level are standardized using common formats, structures and semantics.

Platooning requires low latency V2X communication (ITS-G5 or LTEV2X when available).

2.2.3.4 Urban Driving

The architecture proposed for the urban driving use case allows vehicles to obtain relevant

information such as status and time to change traffic lights ahead, presence of pedestrians, or

hazards ahead through the application layer.

Vehicles obtain relevant information such as status and time to change trafficlights ahead, presence

of pedestrians, or hazards ahead through the application layer.

As can be seen in Figure 6, the main components of this architecture are:
1 Vehicles: they connect through cellular communications, such as LTE/3G/4G or through ETSI

ITS-G5, to interchange information with the infrastructure or with other connected vehicles;

1 Traffic Lights: they provide information about light statuses and times to change;

VRUs: they provide information about the presence of pedestrians;

1 Road smart cameras: they provide information about the presence of pedestrians to the loT
Platform;

1 Trafficsensors: they provide information about the traffic status;

1 3rd partyservices: additional services that can provide useful information about road work
warnings, weather warnings, etc.;

1 Urban drivingservices:they provide AD vehicles with the dataand functionality required for
urban driving, taking into consideration the data provided by the above components
(things).

=

P v Urban driving
3rd party services i
{ Pub/Sub: Events : Pub/Sub: Events
Pub/Sub: Events I iPub/Sub: Events T Pub: Events

Connected AD Car VRUs Traffic Lights

e Ml esies

Pub: Events Pub: Events (road Works, fog ..)

IoT in vehicle platform

_________ Road Smart Traffic
’ i Cameras sensors

-

Figure6 — Example Architecture for Urbautopilot in Vigag Takenfrom D1.3[5]

2.2.3.5 Ridesharing
The architecture of Figure 7 illustrates the ride sharing use case.
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-

Open IoT Platform

RSU

Figure7 — Ride Sharing Use case Architecturéaken from D1.3[5]

The open loT platform allows the shared vehicles to communicate their probe data (GPS locations
and speeds) to the car sharingservice. Italso allows infrastructure sensors and vehicle to publish and
share trafficevents and situations. The ride sharing service receives booking management requests
from customers. It uses an loT-enabled routing engineto compute potential optimum routes for the
shared vehiclesto cope with the customerrequests. An optimisation module (optimiser) is used to
select the optimum routes, pickup, and drop-off locations across all the customer requests.

2.2.4 Communication

The AUTOPILOT communication network is a heterogeneous distributed loT, V2X and cloud
instantiation.
From a security and privacy point of view, this network is mainly built by three building blocks:

1 The Cloud loT platform,

1 The V2Xand loT network of connected devices,

1 The in-vehicle network.

Therefore, three main network “zones” can be identified :

1. IncarloT network:thiszone connectsincar devicesamongstthemselves. As can be seenin
Figure 8, various interfaces will be used to connect the on-board devices. This is the most
safety critical zone of the system, requiring a high security level. Defining a security
perimeteraroundthe safety critical “sub zone” (the one thatis connected to the AD decision
taking devices) is foreseen. Outside this perimeter, this zone is quite open: potentially all the
devices connected to the In-vehicle-loT-Platform and to another network are potentially
vulnerable. Confidential driver dataand accountinginformation may be exchanged between
this zone and the external cloud.

2. loT & V2X networks: this zone covers the medium range communications between the
vehicle andits close surroundings. Forinstance, carto car and car to RSU belongin thiszone,
which is characterized by short-lived and broadcast connections. Vehicles can send
heartbeat-like localization signals using CAM and on-event-messages using DENM, both
defined in C-ITS (G5). They will behave like 0T nodes themselves.

3. Cloud loT platform: this zone collects and exploits data from loT peripheral devices (e.g.,
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cars, smart cameras, etc.) and provides back control/navigation/optimization data to
peripheral devices. Standard IT-security approaches can be recommended to make this zone
secure, after covering the AUTOPILOT application specific risks and vulnerabilities.

All functions in one zone have similar requirements but they are not exactly the same.

CxisTIng 3" party cloud ;

- Meighbour
Projet Cloud loT services en'-‘i‘ies
defined system A {vehicles/RSUs)
Qutside |13 4 F Y

(T )

CDF"]F"]UHIQ;TIDH sysiem b

[ LTE 1 ] [ C-ITS (G5) ']

L]
— b
2 1 W
f: In-vehicle loT Platform
£ IF2
IF6
IF5
h 4 ¥

Addit. 1ol IntraViehicle Network
devices -
Yehicle AD Existing
\ control system sens./devices

Figure8 —In car network taken from D1.5[14]

All pilot sites share some common characteristics in terms of the network topology, but differ quite
substantially in the employed network technologies and protocols: connected devices can be of
different types ranging from loT field devices to cloud infrastructure.

The information flowing through this networkis heterogeneous, thus potentially different security
and privacy requirements will be applicable.

The table in Figure 9 maps the suitable communication technologies to the various usages and
architectural levels of the AUTOPILOT architecture.

Some technologies form heterogeneous stacks, such as IPv4 (yellow), are used as the transport and
network component in oneM2M [15], Fiware [16], etc.

Similarly, the 802.15.4 (coloured in grey in Figure 9) is used for Zigbee [17].

2.3 10T and V2X Security and Privacy Landscape

AUTOPILOT, from a security and privacy point of view, can be considered as a distributed, loT-
enabled, industrial control system [10].

This assumption was the basis of the analysis presented in Section 3, which introduces the most
relevant standards for the AUTOPILOT project.

Similar to industrial control systems, AUTOPILOT security threats can compromise safety. But, in
contrast with industrial control systems, autonomous cars and ITS infrastructures are very difficult to
protect by means of physical measures because of the technologies used and their distributed
nature.

The security and privacy standards landscape is rapidly evolving. Security and safety are still, for
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historical reasons, described and approached independently even if it is now clear that they are
going to become one unascendable topicin the coming years. Standardization bodies are already
working towards security-and-safety standards.

Technology

TC

LTE

802.11 *
802.15.4
CAN Bus
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6LoWPAN
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ETSI ITS-G5
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c2v
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Figure9 —Map of AUTOPILOT Network Technologies

The current situation is dominated by standards for systems that were traditionally isolated and
segregated into air-gapped critical subsystems and non-critical systems. The wide concept of
segregation is difficult to apply on wireless networks.

For thisreason, this document will analyse several different security and privacy standards. It should
be understood, though, that none of these standards can provide exhaustive guidance for the
AUTOPILOT specifications.

Our objective is to specify and harmonize a combined set of requirements inspired by the
recommendations from different standards.

The most relevant sets of standards forthe AUTOPILOT project are the ETSI ITS-G5 [1] series and the
ISA/IEC 62443 [10].

In this section, we introduce the relevant standardization bodies and standards.

2.3.1 StandardsOrganizations

The most relevant and useful standards for the security and privacy analysis are shown in the
subsequent paragraphs.

2.3.1.1 International Society of Automation (ISA)

“ISA[18] is a nonprofit professional association that sets the standafdr those who apply
engineering and technology to improve the management, safety, and cybersecurity of modern
automation and control systems used acrdssindustry and critical infrastructuse

Founded in 1945, ISA develops widely used global standmrtifies industry professionals; provides
education and training; publishes books and technical articles; hosts conferences and exhibits; and
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provides networking and career development programs for its members and customers
ISA is the developer arapplicationsT 2 Odza SR (K2 dzaKid f SIF RSNJ 0SKAYR
based industrial cybersecurity standard, ISA/IEC 624013

2.3.1.2 International Electrotechnical Commission (IEC)

GFoundedin1908Ed19A & (GKS g2NI RQa tSIFIRAY3 2NBFYATFGAZ2Y
International Standards for all electrical, electronic and related technologies. These are known
O2tftSOGADSte a aStSOGNR (SOKyz2ftz238é 0

IEC publications serve as a basis for natimandardization and as a reference when drafting
international tenders and contracf49J¢.

2.3.1.2.1 ISAJIEC 62443 Serieg Industrial Automation and Control Systems Security.

GThelSA/IE®2443 series of standards have been developed jointly by the ISA99ttmerandthe

IEC Technical Committee to address the need to design cybersecurity robustness and resilience into
industrial automation control systems (IA€S)

As reported in [20], the ISA99 committee’s focus is to improve the confidentiality, integrity, and
availability of components or systems used for manufacturing or control and to provide criteria for
procuring and implement secure control systems.

The ISA/IEC 62443 standards define reguénts anddprocedures for implementing electronically
secure automation and control systems and security practices, and assessing electronic security
performane [10]¢.

GThe 62443 series addresses the need to design cybersecurity robustness and liasiliehCs. It

builds on established standards for the security of general purpose information technology systems
(e.g.,the ISO/IEC 27000 sef2H ), identifying and addressing the important differences present in
IACS. Many of these differences aredxhon the reality that cyber security risks with IACS may have
Health, Safety or Environment (HSE) implications and the response should be integrated with other
existing risk management practices addressing these risks.

The goal in applying the 62443 s as reported inlp)], is to improve safety, availability, integrity

and confidentiality of components or systems used for industrial automation and control, and to
provide criteria for procuring and implementing secure industrial automation and ceystdms.
Conformance with the requirements of the 62443 series is intended to improve electronic security
and help identify and address vulnerabilities, reducing the risk of compromising confidential
informatiore.

ISA/IEC 62443 [10] defines security levels as a tool to describe the system’s resistance level against
different attackers ranging from unexperienced “script-kids” to government funded spy agencies.

The ISA/IEC 62443 [10] also defines 7 foundational requirements (FR) that will be used in Section 4:

FR 1 —Identification & authentication control,
FR 2 —Use control,

FR 3 —System integrity,

FR 4 — Data confidentiality,

FR 5 —Restricted data flow,

FR 6 —Timely response to events,

FR 7 —Resource availability.

=A =4 -8 -8 -4 -4 A

2.3.1.3 European Telecommunications Standards Institute (ETSI) (ITS & G5)
ETSI [23] produces globally-applicable standards for information and communication technologies
(ICT), including fixed, mobile, radio, converged, broadcast, and Internet Technologies.
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2.3.1.4 Automotive Intelligent Transport Systems (ITS)

ITS [24] add information and communications technology to transportinfrastructures and vehiclesin
an attempt to improve their safety, reliability, efficiency and quality.

Intelligent Transport Systems include telematics and all types of communications in vehicles,
between vehicles (e.g., car-to-car), and between vehicles and fixed locations (e.g., car-to-
infrastructure) [25].

Overrecentyears, the emphasisinintelligent vehicle research has turned to Cooperative ITS (C-ITS)
in which vehicles communicate with each other and/or with the infrastructure.

ITS embrace a wide variety of communication-related applicationsintended to increase travel safety,
minimize environmental impact, improve traffic management and maximize the benefits of
transportation to both commercial users and the general public.

As reported in [25], as individual vehicles continuously communicate with each other or with the
road infrastructure, the benefit that comes from the stand-alone driver assistance will increase.
The goal isto address the life safety through the reduction of road fatalities and injuries, to address
trafficefficiency withareduction in transport time and the related economic consequences. There
are some strong links with the European Commission whoserelated initiatives aim to stimulate the
deployment of ITS [25].

23.1.5 oneM2M

oneM2M [26] was launched as a global initiative to ensure the most efficient deployment of
Machine-to-Machine (M2M) communication systems and the Internet of Things (loT).

The oneM2M initiative aims to develop technical specifications to address the need for a common
M2M service layerthat can be readily embedded within various hardware and software, and relied
upon to connect the myriad of devices in the field with M2M application servers worldwide.

2.3.1.6 International Organization for Standardization (1SO)

ISO [27] isan independent, non-governmental, international organization with a membership of 163
national standards bodies. ISO creates documents that provide requirements, specifications,
guidelines, or characteristics that can be consistently used to ensure that materials, products,
processes and services are fit for their purpose [27].

The ISO/IEC 27000 [21] family of standards, Information security management systems, helps
organizations keep information assets secure.

Also known as the ISO 27000 series, it is developed and published by ISO and the International
Electrotechnical Commission to provide a globally recognized framework for best-practice
information security management [21].

2.3.1.6.1 ISO/IEC 27000:2016z7 Information Technology z Security techniquesz Information

security management systeny Overview and vocabulary
Thisinternational standard [28] is applicable to all types and sizes of organizations and provides an

overview of information security management systems and terms and definitions commonly used in
the ISMS family of standards [28].
This Standard is applicable to all types and sizes of organizations, including commercial and not-for-
profit organizations.
Organizations that align theirinformation security practices with the ISO/IEC 27000 standards, citing
the standards themselves, can:
9 Secure their critical assets;
Manage risks more effectively;
Improve and maintain customer confidence;
Demonstrate conformance to international best practice;
Avoid brand damage, loss of earnings or potential regulatory fines;
Evolve theirinformation security posture alongside technological developments [ 27].

=a =4 =4 -4 -4
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2.3.1.6.2 ISO/IEC 27001:2013z Information Technology z Security techniquesz Information
Security Management SystemsRequirements

The ISO/IEC 27001 [29] is the best-known standard in the family providing requirements for an

information security management system (ISMS): a systematic approach to managing sensitive

company information so that it remains secure for people, processes and IT systems, by applying a

risk management process [27].

This standard specifies the requirements for establishing, implementing, maintaining and continually

improving an information security management system within the context of the organization. It

alsoincludesrequirementsforthe assessment and treatment of information security risks tailored

to the needs of the organization.

The requirements setoutin ISO/IEC27001:2013 are genericand are intended to be applicable to all

organizations, regardless of type, size or nature.

2.3.1.6.3 The ISO/IEC 27002:201% Information technology z Security techniquesz Code of
practice for information security controls

This standard [30] gives guidelines for organizational information security standards and information

security management practices including the selection, implementation and management of

controls taking into consideration the organization’s information security risk environment(s).

It is designed to be used by organizations that intend to select controls within the process of

implementing and Information Security Management System based on ISO/IEC 27001; implement

commonly accepted information security controls; develop their own information security

management guidelines [27].
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3 AUTOPILOT Risk Evaluation and Assessment

This part of the document presentsthe key elements used for the security risk assessment that are
linked to each other by the following relations:

1 Ownersand other stakeholders
o Value the information assets
0 Wish to minimize the riskto information assets;
o Impose countermeasureso reduce risk to information assets and countermeasures
that may pose vulnerabilities leading to risk to information assets;
o May be aware of vulnerabilities leading to risk to information assets.
1 Potential attackers(Threatagents):
o Make attacks that give rise to threats that exploit vulnerabilities, that increase risk
and to information assets;
0 Wish to abuse and/or may damageinformation assets.
1 Vulnerabilities
o may be reduced by countermeasures;
1 Threats
o Exploitvulnerabilities that may be reduced by countermeasures and that can lead to
risk.

From the security analysis presented here, afew requirements are derived, specifically from privacy
and Safety aspects.
See Annexes, in which the detailed risk analysis data is reported.

3.1 Stakeholders

The stakeholders of an operational AUTOPILOT system are listed below with their key interests in,
and expectations from, the system.
1 Passenger: user that cannot directly communicate with the autonomous driving system
(end-user of the transport service but not necessary of the autonomous system):
o Travel cost optimization,
o Reduction of driving effort,
o Travel reliability,
o Travel availability,
o Travel safety.
1 Driver: end-user of the autonomous driving services that interacts directly with the
autonomous driving system:
o All passenger’s interests,
o Parking availability,
o Reduction of driving effort,
o Reduction of driving risk.
1 Ride Sharing Driver: end-user of the ride sharing use case that interact directly with the
autonomous driving system:
All driver’s interests,
Reliability of passengers,
Availability of the ride sharing service,
Cost sharing with passengers,
Identification of passengers.
1 RideSharingPassenger: customer of the ride sharing service that does not interact with the
autonomous driving system:

O O o O o
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All passenger’s interests,
Driver reliability,
Availability of the ride sharing service,
o ldentification of the driver.
1 Vehicle Owner: direct user of the AD system (driver) that bought the AD system (physical
investment):
o Vehicle availability,
o Vehicle maintenance cost,
o Vehicle integrity.
1 Vehicle Manufacturer: Vehicle producerthatimplements andintegrates the AD components
inside the vehicle:
o Vehicle safety,
o Vehicle revenue.
1 Pedestrian: partof the AUTOPILOT system whois not an AD userbut directlyinvolved in the
scenarios:
o Pedestrian safety,
o Availability of crossing information,

O O O

o Privacy.
1 Other Road Users (Vehicles):
o Privacy,

o Trafficsafety.
1 AUTOPILOT Infrastructure Manufacturer: implements and integrates the AD infrastructure:
0 Infrastructure safety,
0 Infrastructure revenue.
1 Infrastructure Operator: participant in charge of monitoring AD infrastructure:
o Maintenance cost reduction,
o Fault detection,
o Trafficefficiency,
o Infrastructure revenue.
1 Police/Authority: force-keeping public order that interacts with the AD infrastructure but
which can also be an end user of AD infrastructure:
o Logging of driver behaviour,
o Remotely alter traffic,
o ldentification of passengers/drivers.
1 Citizen/Local Community: local authority that adopts, interacts, and maintains the AD
infrastructure:
o Pollution reduction,
o Efficiency of local transport services,
o Trafficreduction,
o Traffic noise reduction,
o Saferroads.
1 Security Staff: security operators of AD infrastructure:
o Confidentiality of design, including:
A COTS version numbers and patch levels,
A VLAN IP addresses, routing tables,
o Confidentiality of user logons and passwords,
o Availability of security log files,
o Integrity of security log files.
1 Ride sharing, Car parking, and Tourist Service Operator: end user of AD systems:
o Service revenue,
o Service availability,
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3.2

o Service safety,
o Service accuracy.

Information Assets

In orderto quantify the impact of cybersecurity threats, itisimportant to list the information assets
that must be protected and to understand their importance to the various stakeholders.
Some information assets are also listed above as part of the stakeholders’ interests:

1

=4 =4 =4 -8 -4 -4 -4 -8 -8 -9

3.3

Communication with ITS infrastructure,
Communication with loT Cloud,

Car location information,
Communication with car sensors and actuators,
V2V communication,

Driver user interface information,
Passenger’s sensitive data,

Road user and pedestrian sensitive data,
Vehicle stored information,
Infrastructure stored information,

Cloud stored information.

Interface Typs

In this section we define the main interface types used within the AUTOPILOT project.

f

AD User Interface: interface that enables users to interact with the AD system. User
interfaces include:
o Smartphone: because itis one of the AUTOPILOT's HMs,
o Driver User Interface: driver’s digital user interfaces,
o Software: software running on the user interfaces.
Vehicle Interface: interface inside the vehicle between the AD system and other
infrastructure assets and car components:
o Cloud Interface: cloud interface of the AD (e.g., oneM2M),
0o Hop-to-Hop interface: direct communication among infrastructure elements and
vehicles (V2I, V2V, 121),
o In-cargenericinterface: Bluetooth, Wi-Fi and General Infotainment,
o Sensor Interface: CAN bus sensor,
o Actuatorinterface: CAN bus actuator.
RSU Interface: interface between RSU and infrastructure assets:
o Cloud interface: Cloud Interface of the RSU interface (e.g., oneM2M),
o Hop-to-Hop interface: direct communication amongst infrastructure elements and
vehicles (V2I, V2V, 121).
Traffic Light Interface: interface between the TLC node and the RSU
o Hop-to-Hop interface: interface between the Traffic Light and the RSU.
Camera Interface: interfaces of on-board traffic and pedestrian cameras
o Cloud Interface: cloud interface between the camera and the infrastructure (e.g.,
oneM2M),
o Hop-to-Hop Interface: direct communication between infrastructure elements and
vehicles (V2I, V2V, 121).
Road Sign Interface: Intelligent road environment (e.g., speed road sign, etc.)
o Hop-to-Hop interface: interface between component and RSU.
Sensorinterface:intelligent road sensor used forthe detection of situations or events, e.g.,
puddle detection.
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3.4 Components & Assat

The AUTOPILOT projectinvolves multipleinterconnected components and wireless communications
to and from the vehicle. Below is a list of the required information assets, grouped by physical
location.
The main physical components within the AUTOPILOT system are:
1 In-car: Components inside the car:
o Sensors and Information Sources,

GPS,
Long-Range Radio,
Hop-to-Hop Radio,
In-Car Communication,
Driver User Interface,
Actuators,

o ADEngine.
1 Infrastructure: components of the autonomous system infrastructure:

o Traffic Lights: road environment,
Camera: road environment,
RSU: road environment,
Road Signs: road environment,
Sensors and Information Sources: road environment,
Hop-to-HOP Radio: physical radio component,
Long-Range Radio: physical radio component.
1 Cloud: long-range interfaces (e.g., Internet):

o Broker: Pub/Sub message-oriented middleware system,

0o oneM2M Adapter: any kind of adapter defined inside the OneM2M protocol

standards.

O O O O O oo

O O O O O O

3.5 Requirements on IoT data attributes

The requirements take into account the privacy and safety aspects of the functionalities described in
the architecture chapter.

3.5.1 Privacyaspects

To ensure the privacy of pedestrians and road users, raw camera data from in-vehicle cameras
should not be recorded or shared outside of the vehicle. Specifically, faces and licen ce plates can be
the cause of violation of GDPR' regulations.

! General Data Protection Regulation (GDPR) is a new regulation to be enforced on May 2018 that will strengthenand unify data
protection for all EU citizens. It will apply to all companies collecting data about EU citizens. In Autopilot scope, collecting data will play a
key role for enabling AD and poses challenges as some of them are considered as personal data (see C-ITS platformfinal report).
'Personal data' encompasses many data types. The mostimportant ones are:

eldentity

eAddress

eLocalization

*Online Identifier

eHealth Information

eIncome

eSocial / cultural profile
Some guidelines (non-exhaustive)

eCommunicate about who collect data and why

*Get consent of end-users

eProvide the 'rightto be forgotten' (allowto erase data)
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The possibility totrack the position users is a privacy threat. Private information retention must be
minimized and data should be collected only as obliged by Law enforcement authorities. This also
considers the possibility toidentify aperson usinga particular car. Even if the position of the caris a
necessary feature for the platform tracking should be possible only for selected personnel with
strong access control. The threat of tracking may be lowered by anonymization of the data or by
periodically changing identifiers.

3.5.2 Safetyaspects

All the information assets thatare potentially used by the automated driving control system of the
hostvehicle (includingworld modeland control) need to include information validation mechanisms.
This would help to ensure trafficsafety forthe vehicle occupants, pedestrians, and other road users.
These information assets include (but are not limited to) car location information, communication
with car sensors and actuators, V2V communication, and dataexchange through car interfaces (part
of the AD system control). Forall the identified information assets there is asecurity need to identify
the integrity or trustworthiness of the received information. The host vehicle should be able to
initiate proper safety measures to prevent any hazard and to set the vehicle to a defined safe state.
The specifics of the information validation mechanism depend on the detailed design of a system
and interface specification used for each of the information assets mentioned above. However, the
validation mechanism should at least provide means to report:

T Known signal failure modes,

I The degree of confidence in the correctness of signal values,

1 ASIL capability’.
When cameras are used as environmental sensors in an automated driving vehicle, the complete
sensor delay (from image to detection, tracking, classification) used is typically <50ms in order to
guarantee complete closed loop control for automated driving at higher speeds. At low speeds, this
delay is allowed to increase to up to 0.5 sec.

eLet useraccessits data / move toanotherdatabase

eSafeguard the sensitive data

*Privacy by design (integrate privacy mechanism when designing the application/system)

eHire a data protection officer

*Keep records of all data / processing (data governance)

eAnticipate withimpact assessments
2 Automotive Safety Integrity Level (ASIL) capabilityis an indication of integrity of an automotive system that depends on both technical
aspectofthe system, and the development process of it.
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4 Critical Assessmerdf Standards

The AUTOPILOT project may benefit from the security and privacy standards of various fields.

In fact, AUTOPILOT builds on top of Intelligent Transport Systems, such as ETSI ITS, and, in addition,
it aims to exploit 10T technologies in the context of ITS and autonomous driving cars.

From the use cases and safety requirements perspective, AUTOPILOT can also be seen as a
distributed industrial control system.

This section will analyse the standards, from the different organizations described in Section 2.3.1
that are relevant to the security and privacy of AUTOPILOT.

It is possible to observe that, from an abstract point of view, all AUTOPILOT use cases are
instantiations of ETSI Intelligent Transport Systems. Therefore, the standards that describe the ETSI
ITS and G5 technologies can be the basis of the AUTOPILOT security and privacy specifications.
The ETSI ITS series of standards covers the details of security and privacy for the relevant use cases.
What is not covered by ETSI ITS itselfis related to AUTOPILOT loT and IACS. Table 1 summarizes the
various aspects of the AUTOPILOT project regarding security and the relevant standards.

Tablel - AUTOPILOT Standards

AUTOPILOT is an Covered in standards by
Intelligent Transport System ETSIITS
loT Instance ETSI loT / oneM2M
Industrial Automation Control System ISA/ IEC 62443

In the remainder of this section, the relevant standards from the above-mentioned organizations will
be analysed.

The goal of the evaluation is to define a set of requirements that originate from the standards and
that AUTOPILOT can use as guidance for security and privacy.

The analysis starts from ETSI ITS, goes on adding the loT specific information from oneM2M, and
thenitis integrated with the ISA/IEC 62443 approach.

This document considers what is most relevant and most characteristic from each of the above
standards (e.g., it considers the IACS requirements from the ISA/IEC 62443 series).

At the same time D1.10 combines different and sometimes incompatible statements from different
standards. When the incompatibilities are an obstacle, we try to generalise the concepts and to
address an abstract and less specific case using generic IT standards (see Table 5).

4.1 V2X Standards

ETSI is the standards organization that best coversthe AUTOPILOTITS use cases and implementation
scenarios.

ETSI develops a comprehensive set of standards covering many ITS topics (see e.g. Table 2), in
particular the G5 protocols (CAM [31] and DENM [31]).

The use cases that are covered by the ETSI technologies [32] and standards are a subset of the
AUTOPILOT ones.

For this reason the ETSI TR 102 893 [2] has been a starting point for the risk analysis in 3n 3.

The ITS system consists of ITS-S (ITS Stations) that can be eithervehicles or infrastructure elements.
The ETSI ITS and G5 communication can use LTE or IEEE 802.11-OCB (also known as 802.11p) [33]
similarly to the American WAVE (Standard for Wireless Access in Vehicular Environments) [34].
Evenif WAVE and ETSI ITS have common roots they diverged and developed different stacks on top
of IEEE 802.11-OCB. ETSI standards cover the security and privacy aspects of ITS use cases. For this
reasonthe use of G5is recommended by D1.9 for all the information assets that can make use of it
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in AUTOPILOT: if car localization is to be broadcasted, the preferred AUTOPILOT approach is to use
the G5 CAM protocol to broadcast it, because ITS-G5 already covers security and privacy and
provides the required level of threat protection. Of course, other approaches can also be used to
broadcast localization, butthe implementer shall provide at least the same level of protection that

G5 provides.

Table2 —V2X Standard Table

Standardization | StandardNo | URL - Documentshould be Title
Body /Source publicly available
ETSI TR 102-893 http://www.etsi.org/deliver/ | Intelligent Transport Systems
etsi_tr/102800 102899/102 (ITS);
893/01.01.01 60/tr 102893 Security;
v010101p.pdf Threat, Vulnerability and Risk
Analysis (TVRA)
ETSI TS 102 940 http://www.etsi.org/deliver/ | Intelligent Transport Systems
etsi_ts/102900 102999/102 | (ITS);Security;ITS
940/01.02.01 60/ts 102940 | communicationssecurity
v010201p.pdf architecture and security
management
ETSI TS 102 723-8 | http://www.etsi.org/deliver/ | Intelligent Transport Systems
etsi_ts/102700 102799/102 | (ITS); OSlcross-layertopics; Part
72308/01.01.01 60/ts 1027 | 8: Interface between security
2308v010101p.pdf entity and network and transport
layer
IEEE 1609.2-2016 | http://ieeexplore.ieee.org/st | Standard for Wireless Accessin
amp/stamp.jsp?arnumber=7 | Vehicular Environments--Security
544433&tag=1 Services for Applicationsand
Management Messages
4.2 1oT Standards

loT is not a mainstream technology yet. As such, the loTlandscape is still scattered and no dominant
organization has emerged so far as the main loT standardization body. However, two of the most
active organizations in this field are ETSI and oneM2M that publish related standards.

As reported in the related Section 2.3.1.4, oneM2M is a global organization that creates
requirements, architectures, APl specifications, security solutions, and interoperability for machine-
to-machine and loT technologies.

The oneM2M standards listed in Table 3 provide tools to secure different types of loT applications
with solutions that range from generic recommendations to specific countermeasures for loT
specific threats.

In AUTOPILOT, the oneM2M [35] approach for security procedures (see Figure 10 and Table 3) is
used to provide mutual authentication and authorization to AUTOPILOT applications.
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CSE or AE

Target CSE

0. Association with
provisioned
oneM2M security
credentials of originators

D. Pre- provisioning (Off-Line}
or remote Security provisioning
{On-Line) of oneM2M security
credentials (security bootstrap)

I
1. Security context with
Target CSE
not established

T

2. Secunty Context Establishment with Identification,
Mutual Authentication & Security Association Establishment
(with oneM2M credentials)
| 1
Securify context established

3. Any procedure applicable on Mcc or Mca including
Authonzation

| I
Figure10—oneM2M Security Procedurestaken fromOneM2M TS0008[35]

Of course, AUTOPILOT loT and V2X functions can use different security procedures as long as the
overall requirementsin Section 4are met: if a device (forinstance avehicle)is already authenticated
using ETSI G5, the implementer must decide whether to re-authenticate it with the oneM2M
applications or just to use the G5 protocols.

Table3 — 10T Standards Table

Standardization | Standard No | URL - Documentshould be publicly available | Title

Body /Source

oneM2M TS-0001 http://www.onem2m.org/images/files/delive | Functional
rables/Release2/TS-0001- Architecture
%20Functional Architecture-V2 10 0.pdf

oneM2M TS-0003 http://www.onem2m.org/images/files/delive | Security
rables/Release2/TS-0003 Security Solutions- | Solutions
v2 4 1.pdf

oneM2M TR-0008 http://www.onem2m.org/images/files/delive | Security
rables/Release2/TR-0008-Security-
V2 0 0.pdf

oneM2M TR 0012 http://www.onem?2m.org/images/files/delive | End-to-End
rables/Release2/TR-0012-End-to-End- Security and
Security and Group Authentication V2 0 0. | Group
pdf Authentication

oneM2M TR 0016 http://www.onem2m.org/images/files/delive | Authorization
rables/Release2/TR-0016- Architecture and
Authorization Architecture and Access Con | Access Control
trol Policy-V2 0 0.pdf Policy

Table4 —loT Standards Table

Standardization | Standard No | URL - Documentshould be publicly available Title

Body /Source

oneM2M TS-0001 http://www.onem2m.org/images/files/deliver | Functional
ables/Release2/TS-0001- Architecture
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http://www.onem2m.org/images/files/deliverables/Release2/TS-0001-%20Functional_Architecture-V2_10_0.pdf
http://www.onem2m.org/images/files/deliverables/Release2/TS-0003_Security_Solutions-v2_4_1.pdf
http://www.onem2m.org/images/files/deliverables/Release2/TS-0003_Security_Solutions-v2_4_1.pdf
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http://www.onem2m.org/images/files/deliverables/Release2/TR-0008-Security-V2_0_0.pdf
http://www.onem2m.org/images/files/deliverables/Release2/TR-0008-Security-V2_0_0.pdf
http://www.onem2m.org/images/files/deliverables/Release2/TR-0008-Security-V2_0_0.pdf
http://www.onem2m.org/images/files/deliverables/Release2/TR-0012-End-to-End-Security_and_Group_Authentication_V2_0_0.pdf
http://www.onem2m.org/images/files/deliverables/Release2/TR-0012-End-to-End-Security_and_Group_Authentication_V2_0_0.pdf
http://www.onem2m.org/images/files/deliverables/Release2/TR-0012-End-to-End-Security_and_Group_Authentication_V2_0_0.pdf
http://www.onem2m.org/images/files/deliverables/Release2/TR-0012-End-to-End-Security_and_Group_Authentication_V2_0_0.pdf
http://www.onem2m.org/images/files/deliverables/Release2/TR-0016-Authorization_Architecture_and_Access_Control_Policy-V2_0_0.pdf
http://www.onem2m.org/images/files/deliverables/Release2/TR-0016-Authorization_Architecture_and_Access_Control_Policy-V2_0_0.pdf
http://www.onem2m.org/images/files/deliverables/Release2/TR-0016-Authorization_Architecture_and_Access_Control_Policy-V2_0_0.pdf
http://www.onem2m.org/images/files/deliverables/Release2/TR-0016-Authorization_Architecture_and_Access_Control_Policy-V2_0_0.pdf
http://www.onem2m.org/images/files/deliverables/Release2/TS-0001-%20Functional_Architecture-V2_10_0.pdf
http://www.onem2m.org/images/files/deliverables/Release2/TS-0001-%20Functional_Architecture-V2_10_0.pdf
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%20Functional Architecture-V2 10 0.pdf
oneM2M TS-0003 http://www.onem2m.org/images/files/deliver | Security
ables/Release2/TS-0003 Security Solutions- | Solutions
v2 4 1.pdf
oneM2M TS-0008 http://www.onem2m.org/images/files/deliver | Security
ables/Release2/TR-0008-Security-V2 0 0.pdf
oneM2M TR 0012 http://www.onem2m.org/images/files/deliver | End-to-End
ables/Release2/TR-0012-End-to-End- Security and
Security and Group Authentication V2 0 0. | Group
pdf Authentication
oneM2M TR 0016 http://www.onem2m.org/images/files/deliver | Authorization
ables/Release2/TR-0016- Architecture
Authorization Architecture and Access Cont | and Access
rol Policy-V2 0 0.pdf Control Policy
Table5—IT Generic Standards
Standardization | StandardNo | URL - Documentshould be publicly available Title
Body /Source
ISO/IEC 29100:2011 http://standards.iso.org/ittf/PubliclyAvailableS | Information
tandards/c045123 1SO IEC 29100 2011.zip technology -
Security
techniques -
Privacy
framework
ISO/IEC 27000 series | http://www.27000.0org/ Information
Security
Management
systems
4.2.1 Industrial Automation Control Systems Standards

Industrial Automation Control Systems (IACS) standards are already employed as guidance for the
development of transportation systems like railways and tramways. A transportation system has
many points in common with an IACS, but also some differences. Similarities include the required
level of security and availability and the impact of the system on the local economy. Both
transportation systems and IACS can be seen as critical infrastructures, most of the time being
operated by a single company.

What makes them different is mainly the distributed and public nature of transportation systems.
Thisdifference has deep implications on security and privacy requirements: while itis often possible
to physically protect an IACS from attackers, by means of physical access control and network
segregation, providing the same level of physical protection to a transport system is a challenge.
Following this consideration, the IACS security standards, such as ISA/IES 62443, are useful to
provide guidance for some parts of the systems, especially for control centres. Moreover, IACS offers
a good approach in which security is analysed in a context where a failure can have very high costs
both in terms of human lives and money.

Given that ISA/IEC 62443 is technology-independent, we have been able to use it when analysing
requirements, even if we are not designing an IACS.

In fact, evenif ETSI and oneM2M give a more detailed set of countermeasures/requirements, they
both benefit the high-level approach of ISA/IEC 62443,
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5 Review ofCurrent Technology for Security and Privacy in loT

5.1 10T Security-State of the Art

Security plays an important role in participative approaches, as the system deeply depends on the
collaboration between users. It heavily relies on vehicle position information since traffic
information is meaningless without location information. However, malicious third parties may inject
wrong data intothe system, and masquerade the identity of innocent users. Consequences can be
dramaticas a malicious node canlie aboutits positionin order to compromise services provided by
the system or perhaps even cause an accident. Therefore, communication needs to be secured in
order to avoid any wrong or malicious usage of data collected by the system. Privacy needs also to
be considered, as users may wantto keep their personal information secret, such as location, speed,
etc. For instance, a malicious party can track individual cars by eavesdropping the location
information messages sent over the system or the responses destined for the cars. This obviously
implies a threat to location privacy of both cars and car users. The system should be able to detect
malicious or erroneous nodes. It should also be combined with privacy preserving mechanisms to
avoid tracking.

User identity management consists of data belonging to a user. Such identity may encompass the
current context. Therefore, the user identity shall not be considered as static information but,
rather. as potentially dynamicinformation. In the electronic world, a user is represented by one or
more digital identities. At any time, each user exposes one Digital Identity.

A digital Identityis provided by an Identity providerand consumed by one or more service providers
alsocalled identity consumer. To authenticate a user on a system, the user shall prove he owns an
object or provides required credentials.

Many technologies are available and shall be compared regarding some criteria to be addressed by
the application. The main criteria are defined in Table 6.

Table6 — Identity Criteria

Criteria Description
Selective Disclosure | The user can choose which attributes to disclose to the service
providers
Un-traceability Evenifthe credential issuerand service providers collude, they
cannot track the use of a credential back tothe useridentity
Un-linkability Service providers must not link different transactions by the same

usereven if the userusesthe same credentials, unless he uses the
same pseudonym

Predicate on Ability to compute semantic dataon attributesand to integrate itin
Attributes the issued token

5.2 Analysis ofSecurity Risks

In a wireless sensor network (WSN), when two new entities that do not know each other would like
to securely communicate, they must mutually prove to each othertheiridentity and theirlegitimacy.
This stage is called “authentication” and consists of assuring the authenticity of each interlocutor
involvedinthe wireless communication process. Many authentication schemes are available and all
of them require an initial secure wireless channel.

So, the problems of the secure keys pre-distribution and of the node deployment are open and must
be solved to enable the authentication through a secure channel.

Once the nodes are authenticated and supplied with their own secure communication channel, they
can exchange confidential messages. Ciphertechniques are used to encryptthe message and ensure
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the confidentiality; their complexity and their size in the memory space may vary [36]. The sent
messages may be signed in order to prove the identity of the sender.

Facingevermore inventiveand powerfulhackers, the security of wireless communication leading to
the use of secretkeysis not only acquired once. The time and the regularrenewal of the secret keys
are essential to the durability of the system security.

5.2.1 Security needsina Wireless Sensor Network

A WSN may not rely on a fixed infrastructure:in a Mobile Ad-hoc Network (MANET), sensors depend
on each otherto keep the network connected, resultinginincreased vulnerability to security attacks.
The design of a security scheme to assure the safety of the network during the deployment of the
nodes and during the lifespan of the network is essential and must take into account several
network requirements:

Availability: network services survival in case of service denial,

Confidentiality: information is not disclosed to illegitimate entities,

Integrity: integrity of the delivered message,

Authentication: capability of each node to identify the others,

Non-repudiation: message origins cannot be disclosed.

In a WSN, the security mechanisms must be scalable. The usual security techniques based on
authentication protocols [37], digital signature and encryption are essential but they are not
sufficient.

Additional practices should be applied: the path redundancy to handle messages from one node to
another contributes to the network availability. The threshold cryptography, which consists of
sharing the deep secret between several nodes of the network, should be another approach to
reinforce security [37].

E R I I

5.2.2 The main known attacks

Pointing out that threats and attacks are different, a hacker of a WSN will act to reach a given goal.
To determine a hacker’s intention, we can observe his strategy. An attack sequence could be
depicted in three phases:

I Collecting information,

9 Exploiting the collected information,

I Causing damage.

Five main intentions could be retained:

I Eavesdropping,

I Breaking communication,

I Throughput or battery corruption,

| Authentication access to use network services,

I Authorization access to obtain resources or cipher keys.

Attacks can be classified according to their action levels inside the network [38].
Physical layer attacks:

T Jamming: It consists of jamming the wireless radio channel. The hacker sends a signal in the
same radiofrequency as the legitimate receiverto create fading. This can be achieved witha
laptop (with high energy resources) or a simple malicious node, within the same network.
Jamming attacks are a subset of denial of service (DoS) attacks in which malicious nodes
block legitimate communication by causing international interference in networks. Many
approaches exist to counter such attacks. One solution consists in changing the carrier
frequency orthe spread spectrum codes during the data transmission. As it is complex and
costly to apply, itis only used for military applications. Lighter solutions are to slide from one
channel to another by frequency hopping or to isolate the spectral channel perturbed by
jamming.
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f

Tampering: It consists in taking the whole control of a node. This attack implies a physical
access to the node and could be invasive (access to the node hardware) or non-invasive
(electromagnetic listening). A hacker could take the control of a node via its JTAG port [39]
or via the Bootstrap Loader (BSL) which allows the read-write in the internal node memory.
There are no miraculous solutions to avoid these attacks. But it is easy to take precautions
by deactivating the JTAG port at the node deployment or password-protecting the BSL.

Link layer attacks:

1

Collision: It consists in sending signals to cause interference and discharge the node battery.
In practice, changing of only one bit of the message is enough to corrupt the CRC (Cyclic
Redundancy Check) and requires very littleenergy. Such an attack is very easy to realize and
is very difficult to detect. Error correcting codes may be employed to correct the errors
when few bits are corrupted. But this technique leads to additional computing costs and an
overhead on the exchanged messages.

Exhaustion: It consists in introducing a collision into the frame at the end of the
communicationinorderto force the node to continuously reemit the same packet. In order
to preventthese attacks, requests should be ignored when they are identical or become too
numerous. Another solution is to attribute a time interval to the node to access the
transmission channel.

Link Layer jamming: It consists in finding a data packet to disrupt the communication. This
attack is as efficientas jamming attacks at the physical layer, butitis more energy-efficient.
Itisbased on the MAC protocol timings observation and statistical prediction to determine
the time arrival of the data packets. Changingthe time slots between two data groups at the
MAC layer could be an efficient counter-measure.

Routing layer attacks:

1

f

Selective forwarding: A malicious node cancels any messages in order to lose data. An
example of such an attack, called the black hole, is when the hacker destroys all the
messages. The nearer fromthe base station the node is, the more efficient the attack is. The
weakness is increased if the messages are not ciphered and if the hacker can read their
contents. A multi-path routing protocol can be useful to counter this attack. Any nodes could
also supervise their neighbouring traffic.

Sinkhole: A malicious node tries to identify all the possible paths in order to create a false
topology. This attack could be realized when an intruder compromise a node inside the
network and launches an attack. Then the compromised node try to attract all the traffic
from neighbour nodes based on the routing metric that used in routing protocol. When it
managed to achieve that, it will launch an attack. Due to communication pattern of wireless
sensornetwork of many to one communication where each node send data to base station,
makes this WSN vulnerable to sinkhole attack. Such an attack could be led from a PDA and
exploits the non-authentication of the links or identities. To avoid the sinkhole attack, each
node could verify that its neighbours communicate in two directions.

Sybil: A node or a device takes many identities that may not necessarily be lawful. It does
not impersonate any node, but fast it only assumes the identity of another among several
nodes, causing redundancies in the routing protocol. The goal is to fill the neighbour
memory with useless information. It exploits the weakness of non-authentication of the
node identity. The Sybil node tries to communicate with neighbouring nodes by using the
identity of the normal node and in the process a single node gives many identities in the
area to other nodes in the network which is illegal. The use of identity authentication
efficiently protects against the Sybil attack only in a centralized network. In a MANET, the
Sybil attack remains possible.

Hello flood: It consists in bombarding the network with “hello” messages to saturate the
node resources. This attack needs power radio devices to broadcast in the whole network.
Authentication assures a protection against this attack. It is also possible to check the bi-
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1

directionality of the link with a neighbour node.

Routing cycles: It consists in setting up a cyclic path between a source node and a
destination node to make messages turn around in circles in an infinite loop. This attack is
easy to detect by limiting the path length or by using a tree routing protocol.

Wormhole: It consists in relaying a message on a long way to make the nodes believe that
they have a lot of neighbours and to saturate their resources. This attack needs
sophisticated radio devices to establish a communication channel on a long way. Any
protocols, like MAD (Mutual Authentication with Distance-bounding) [40], are protected
against the wormhole attack.

Application layer attacks:

f

Flooding: It consistsin creatinga congestion in order to discharge the battery or to saturate
a node’s memory. The hacker sends successive requests to establish the connection with a
node until its death. This attack could be led from a powerful laptop with high energy
resources. It could be avoided by the node using a “client puzzle” challenge [41].
De-synchronization: It consists in de-synchronizing the communication between two nodes
in order to cut the established dialog. A simple method to avoid this attack is to use
authentication and encryption.

5.3 V2X Security-State of the Art

The present section reflects the current state of the art of security issues for the radio
communications based on the ETSI G5 sets of standards as described in [ 2].

The description considers vehicle-to-vehicle and vehicle-to-roadside network infrastructure
communication services in the ITS Basic Set of Applications [32].

53.1

ITS Architecture

Intelligent Transport Systems comprise the following communication entities:

f
f
f

Vehicles,
Roadside units,
Network infrastructure.

These entities are interconnected as shown in Figure 11:
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Figurell - Interconnection of ITS entitiestaken from[17]

The entities are connected usingthe ETSI G5 channel at 5.9GHz. The networkis composed of mobile
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nodes. Sothe topologyis continuously changing. A series of standardized messages are exchanged
amongst vehicle and the infrastructure. These messages are used by services for safety,
infotainment, etc.

In such a network, all the e-security threats that apply in a standard system are present and should
be faced considering the type of exchanged data and the particularity of the network.

For example, if the content of the exchanged information is critical, it raises privacy and safety
issues. An attacker can easily trace a vehicle thanks to the information present, i.e., in the CAM
message [42]. Forged CAM or DENM [43] messages can be used to change the behaviour of the
driver or even worst the behaviour of the vehicle autonomous function.

5.3.2 ITS threats and countermeasures analysis

In the literature, e-security threats are typically divided in the following categories: availability,
integrity, authenticity, confidentiality and accountability.

In this section we introduce the main points addressed by the standard ETSI TR 102 893 V1.1.1. For
each category, a brief descriptionis provided to understand the potential vulnerabilities and which
countermeasures are required to address these correctly.

Threatsand countermeasures are directly taken from the standard and they will be used in the next
paragraphs to better assess the security and privacy issues in AUTOPILOT.

5.3.2.1 Availability threats

Threats to the availability of ITS systems (Vehicle —RSU), including denial of service (DoS) attacks,

mainly result from the introduction of malicious software (malware). Methods of attack include:
 Generatingahigh volume of false messages, such attacks may result in an ITS station failing

to receive or send traffic safety messages,
I Formationof "black holes" (anumber of adjacent ITS stations configured maliciously not to
propagate messages).

DosS attacks can also be conducted using Radio jamming techniques.

Countermeasures include:

T Add source identification in V2V messages (saturation messages can be blocked before
application level),

Limit message traffic to V21/12V (use V2V only if infrastructure is not available),

Implement station registration, each ITS-Station is required to register (and authenticate) to

the ITS infrastructure before transmitting messages,

I Implementfrequency agility within the 5.9 GHz band (communication frequency changes on
pseudo-random basis in order to make more difficult to jam the signal),

T Implement ITS G5A [1] as a CDMA/spread-spectrum system [2] (more resistant to both
jamming and eavesdropping),

9 Integrate 3G into ITS G5A communications (alternative way for reporting jamming attacks,
key/certificate exchanges),

T Implement a Privilege Management Infrastructure (a cryptographic-certificate-based
approach to assert the rights of a user/application to access or modify data or executables
within a system),

I Software authenticity and integrity verification before installation.

f
f

5.3.2.2 Integrity threats
Threats to the integrity of an ITS-S include:
I Unauthorized accessto restricted information (associated with a particular ITS station or its
end-users), gained by means of a masquerade attack or by the use of malware,
I Loss of information, as a consequence of unauthorized access to restricted information
(malware that deletes service information, security parameters, local station data or
information stored in the LDM),
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1  Manipulation/Corruption of information (malware may be used to change a message

content before itis sent/received).
Countermeasures include:

9 Digitally sign each message using a Kerberos/PKl-like token system [44] (messages must
contain a digital signature or other cryptographic checksum),

T Non-cryptographic checksum of the message in each message sent (protection against
accidental modification of the contents),

T Perform plausibility tests onincoming messages (rules and other ITS-S local mechanisms to
determine the likelihood that a received piece of data has been maliciously modified in
transit),

T Software authenticity and integrity verification before installation.

5.3.2.3 Authenticity threats
Authenticity isa major security challenge in ITS. Not ensuring the authenticity of information may
cause serious security problems, such as:
T Masquerade attack, insertion of false messages into the network,
9 Replayattacks, carried out by capturing and subsequently resending valid received messages
at a different location orin a different time,
T Exposure of false GNSS signals, providing false location information to ITS (GNSS spoofing).
Countermeasures include:
9 Digitally sign each message using a Kerberos/PKI-like token system (messages must contain a
digital signature or other cryptographic checksum),
I Use broadcast time (Universal Coordinated Time — UTC — or GNSS) to timestamp all
messages in order to reduce the likelihood of replay attacks,
T Include a sequence numberin order to detect messages out of sequence,
T Implement differential monitoring [2] on the GNSS system to identify unusual changes in
position.

5.3.2.4 Confidentiality threats
Threats to the confidentiality of information associated with ITS stationsinclude the illicit collection
of transaction data by eavesdropping and the collection of location information through the analysis
of messages traffic.
As G5A is an open interface, messages transmitted over this interface may be intercepted and
information may be extracted from them. An attacker may also construct a profile of a given ITS-S
(Vehicle) or end-user by observing which services are used regularly, at what times and at which
location.
Countermeasures include:
9 Encrypt the transmission of personal and private data (location, requested ITS service, ITS-S
id, etc.),
Use a pseudonym that cannot be linked to the true identity of either the user or the user's
vehicle.

5.3.2.5 Non-repudiation/Accountability threats

Law authorities must be able to prosecute ITS users for motoring offences or for mounting security
attacks on otherITS users. Therefore, it is necessary to record all messages and service activities in
ITS stations.

Countermeasures here include:

Maintain an audit log of the type and content of each message sent to and from an ITS-S
(available only tolaw enforcement authoritiesin the event of a dispute, users cannot access
it),

I Implementa non-repudiation framework.
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5.3.3 ITS Security reference model

Thissection describesthe roles of various ITS entities forthe ETSI ITS security reference model [45].
Particularattention has been given to trust managementissues. Trust management requires secure
distribution, maintenance and revocation of trust relationships. ITS communication systems rely on
public key certificates and public key infrastructure in order to establish and maintain trust
relationship between network nodes (ITS-S, authorities, etc.).
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Figure12—ITS entities and their role in the security management systeiaken from[45]

As depictedin Figure 12, inorderto jointhe ITS network, an ITS-S shall contact different authorities
to obtain public key certificates that act as proof of identity/authorization.

In particular, firstly it has to contact an enrolmentauthority in order to authenticate itself as a valid
ITS-S and subsequently an authorization authority to obtain different authorization tickets. Basically,
authorization tickets define which kind of message (basic CAM, emergency vehicle, public transport,
valid geographic zones, period of time, etc.) the ITS-S can send to the other nodes of the vehicular
networks.

In this section, enrolment and authorization processes are described considering all the entities
involved. Particularemphasis will be given to ITS-S critical data (bootstrap certificate, canonical ITS-S
identifier [46] and other information that shall be defined during the manufacturing process) and
enrolment/authorization protocols.

5.3.3.1 ITS-Station
During the manufacturing process of the ITS-S, the following information elements shall be
memorized within the ITS-S itself in order to enable it to start the authentication procedures with
the ITS network authorities.

T Acanonical identifier (globally unique).

T Networkaddresses and publickey certificates of the set of current know n trusted enrolment

authorities and authorization authorities.
T A publicand private cryptographic key pair for the ITS-S.
T Acryptographic certificate linking the ITS-S canonical identifier with the ITS-S public key.

Furthermore, ETSI TS 102 940 V1.1.1 [46] suggests the following guidelines:
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Figure13— Example of interaction with a secure moduleéaken from[46]

9 InsideITS-S, keys should only be communicated to a secure processing engine (referred to as
a cryptographic module);

I Modules and applications other than the cryptographic module should have access only to
key handles;

I Key storage and cryptographic functions should be integrated into a secure module,
preferably in tamper resistant hardware, protecting the key material and offering
cryptographic operations as services to all other applications (Figure 13).

Applications should be securely separated to avoid unsolicited interaction.

5.3.3.2 Enrolment Authority
An enrolment authority (EA) represents the access point to the ITS, which authenticates ITS-S
(enrolment procedure) and grants access to ITS communications providing enrolment credentials.

5.3.3.2.1 Enrolment of ITSS
The enrolment procedure succeeds if the following conditions are valid:

I ITS-S provides a valid canonical identifier;

T Theenrolmentauthority validates that an ITS-S can be trusted to function correctly (the EA
must be able to determine whether or not an ITS-S is in a compromised state).

5.3.3.2.2 Provision of enrolment credentials
Provision of proof of authentication of the ITS-S (enrolment credentials), in orderto enable the ITS-S
to pseudonymously[23] request authorization from the authorization authority. These credentials
are valid only withinthe enrolment authority domain, if necessary ITS-S may enrol with multiple EA
in order to act in different domains.
Enrolment credentials shall contain the following information:

T Enrolment Authority identifier;

I Pseudonym for the ITS-S (temporary identity).

I Cryptographic material allowing the ITS-S to demonstrate ownership of the credentials.
In addition, enrolment credentials may contain the following information:

9 ITS-S attributes (protected in such a way to preserve privacy requirements).

9 Credentials issue or/and expiry date.
Communications between ITS-S and Enrolment Authority shall be encrypted with EA asymmetric
keys.
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Note An enrolment authority may require an already enrolled ITS-S to re-enrol periodically.
Note: Anenrolmentauthority shallbe able to determinethe canonical identifier of an ITS-S from its
enrolment credentials only if the ITS-Sisin a compromised state.

5.3.3.2.3 Enrolment protocol
The ITS-S enrolment request message (Figure 14) mainly contains

9 ITS- S certificate, including the ITS-S identifier and public key.
9 Signature of the enrolment request.

Enrolment

IS -5 Autharity

EnrolmentRequest

EnrolmentResponse
(Success/Failure)

Figurel4 - Message sequence for enrolment request and respongeken from[47]

A successful enrolment response message (figure 14) mainly contains the enrolment certificate
which includesthe pseudonymous identifier (privacy) for the ITS-S, while an unsuccessful response
contains information about the cause of failure.

5.3.3.3 Authorization Authority
The authorization authority provides enrolled ITS-S with authoritative proof that it may use specific
ITS services. These privileges are granted by means of authorization tickets, each ticket specifies a
particular authorization context.
Each AAisresponsiblefora particularset of contexts which may be specified by one or more of the
following:

I Application (cooperative awareness applications, emergency service vehicles, etc.);

T Time period;

I Geographicregion (nation, state, locality); or

9 Other criteria.
An authorization authority shall accept credentials from one or more enrolment authorities.
When an ITS-S applies to that authorization authority for a set of authorization tickets, it shall
present and demonstrate ownership of enrolment credentials from one or more of its enrolment
authorities. If the authorization authority does not accept credentials from any of the enrolment
authorities in the application, it shall reject the application.
Before issuing authorization tickets, an authorization authority may apply a policy to the presented
enrolmentcredentials. For example: it may require that enrolment credentials are issued within a
certaintime period, inaspecificgeographiczone, etc. An authorization authority shall only issue an
authorization ticket to an ITS-S that is valid within the combined enrolment domains of all the
enrolment credentials presented to it by the ITS-S.
Note: An authorization authority shall be able to determine the enrolment credentials of an ITS-S
from its set of authorization tickets only if the security of the ITS-S has been determined to be
compromised.
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5.3.3.3.1 Authorization tickets
Authorization tickets allow ITS-S to access a specificITS capability. Tickets shall contain the following
information:

 Authorization context

1 Authorization authority identifier

T Cryptographic material allowing the ITS-S to demonstrate ownership of the ticket.
In addition, authorization tickets may contain additional information to support the use of
authorization context.

5.3.3.3.2 Authority Hierarchy

The authorization system shall support the use of a hierarchy of authorization authorities, with
lower-layer authorities authorizing vehicles and higher-layer authorities authorizing lower-level
authorities.

Each CA hierarchy (for EA or AA) has at its summit a Root Certificate, which is the ultimate root of
trust for all certificates within that hierarchy. An ITS-S must have access at least to the root
certificate at the summit of the hierarchy for the authorization certificate attached to the message in
order to trust an incoming message. ITS-S may obtain root certificates during the manufacture or
maintenance lifecycle.

5.3.3.3.3 Authorization protocol
An authorization request message (figure 15) mainly contains:

I The enrolment certificate containing the pseudonymous identifier;
9 Signature of the authorization request.

Authorization

ITS-S Authority

AuthorizationRequest

AuthorizationResponse
(Success/Failure)

Figurel5— Authorization protocol taken from[47]

A successful authorization response message (figure 15) contains authorization tickets, while
unsuccessful response contains information about the cause of failure.

5.3.3.4 Security profile for CAMs
This section defines at high level which information elements shall contain a secured CAM message.
For more specificinformation please refer to [48].
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Figurel7 — Signed Message with Certificate digest, takérom [45]

CAM shall be wrapped inside a SecuredMessag@i8] structure (Figure 16 and figure 17 graphically
show two examples of its main sections):

struct {

uint8 protocol_version,;
HeaderField header_fields<var>;
Payload payload_field;
TrailerField trailer_fields<var>;
}SecuredMessage

Figurel8 - SecuredMessagf48] structure

The structure SecuredMessage€igure 18) defines how to encode a generic secured message:

91 protocol_versionspecifies the applied protocol version.

1 header_fieldsisa variable-length vectorthat contains multipleinformation fields of interest
to the security layer.
payload_field contains the message payload.
trailer_fields contains information necessary to verify security property (authenticity,
integrity, etc...) of the message.

T
)l

5.3.3.4.1 Header fields
For CAM messages the following HeaderFieldelement shall always be included:

9 signer_info(mainly it contains an element of type certificate or certificate_digest)

i1 generation_time

1 its_aid[49]
The HeaderFielcklement request_unrecognized_certificatdall be included if an ITS-S received
CAMs from otherITS-Ss that it had neverencountered before and whichincluded only a signer_info
field of type certificate_digest_with_sha25@stead of a signer_infoHeaderFielaf type certificate.
In this case, the signature of the received CAMs cannot be verified because the verification key is
missing. The field digests<var> in the structure of request_unrecognized_certificagrall be filled
with a list of Hashedld3 elements of the missing ITS-S certificates.

5.3.3.4.2 Payload
A Payloacclementshallbe included for all CAMs. This element shall be of type signed and contain
the CAM payload.




AUTOPILOT

5.3.3.4.3 TrailerField

The only TrailerFielcelement that shall be included in all CAMs is the signature. The standard ETSI TS
103 097 v1.2.1 [48] defines which fields are covered by the signature.

CAM messages shall not be encrypted.

Element

Description

SecuredMessage

Uint8 protocol version

HeaderField header fields<var>

Payload payload fields<var>

Trallerrield frailer_fields<var>

TrallerFieldType type

Covered by the signature

PublicKeyAlgorithm algorithm

EcdsaSignature ecdsa_signature

EccPoini R

EccPointType type

Not covered by the signature

Opaque X[32]

opaque s[32]

ECDSA signaiure (1.5)

Figure19— Example for ECDSA signature generation for SecuredMessage, taken#@m

Figure 19 shows an example of CAM message wrapped inside a SecuredMessage structure.
Furthermore, description column shows which data are covered by the signature.

5.3.3.5 Security profile for DENMs

This section defines which information element shall contain a secured DENM message [48]. For

further details, please refer to [48].

Figure20 - Signed Message with Certifica{d5]

DENM shall be wrapped inside a SecuredMessags&ructure: (Figure 21 graphically shows its main

sections)

struct {

uint8 protocol_version;
HeaderField header_fields<var>;
Payload payload field;
TrailerField trailer_fields<var
}SecuredMessage

Figure21 - Signed Message with Certifica{d8]

5.3.3.5.1 Header fields

For DENM messages, the following HeaderFieldslementsshall always be included:

T signer_info(It contains an element of type certificate);
1 generation_time;
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1 generation_location;
1 its_aid[49].

5.3.3.5.2 Payload
A Payloacclementshallbe included forall DENMs. This element shallbe of type signed and contain

the DENM payload.

5.3.3.5.3 TrailerField
The only TrailerFieldthat shall be included in all CAMs is signature. The standard ETSI TS 103 907

v1.2.1 [48] provides more details about signature trailer content.
DENM messages shall not be encrypted.
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6 Requirements for security and privacy in IGT

6.1 General principles
6.1.1 Identification and authentication control

At the heart of the AUTOPILOT Cybersecurity framework is the authentication function used to
provide and verify the identify information of an loT entity.

When connected, loT/M2M devices need access to the loT infrastructure, the trust relationship is
initiated based on the identity of the device, so loT/M2M endpoints must be fingerprinted by means
that do notrequire humaninteractioni.e. using radio-frequency identification (RFID), shared secret,
X.509 certificates, the MAC address of the endpoint, or some type of immutable hardware based
root of trust.

6.1.2 Use contrd

The second layer of the framework is the authorization function that controls a device's access
throughoutthe network fabric. This layer builds upon the core authentication layer by leveraging the
identity information of an entity. With authentication and authorization components, a trust
relationship is established between loT devices to exchange appropriate information.

6.1.3 System Integrity

The system integrity layerimplements an overall security policy with the goal of preventing data and
processes from being modified by third parties. To achieve this, it has to operate at differentlevels in
the systems:
It grants protection to communications, so the sent data is received without any
modification;
9 It grants protection to devices, avoiding someone modifying files, configurations or
executables;

9 It grants protectionto systems, avoiding the installation of any software from an unknown
source.

6.1.4 Data Confidentiality and Privacy

From the privacy point of view the AUTOPILOT framework works with two types of data: direct user
information, used for high level use cases, and machine information from automatic loT/M2M
devices.

6.1.4.1 Userinformation and authentication

User privacy requirements are mandated by the GDPR regulation. It enforces the principle through
which user data should be collected only at a minimum level and retained in the system for the
minimum duration that is required for the system operation. Moreover, the user consent must be
obtained for sharing any private or sensitive data.

Userinformationisrequired forenrolmenttothe system, interaction with high level services such as
car sharing, or direct authorization to use acar.

The system must provide enrolment of user datato ensure high assurance authentication supported
by strong credentials. At the same time, the system should work in semi-anonymous or
pseudonymous mode to provide levels of privacy that are in line with GDPR.

Even if pseudonyms are used and no private information is disclosed in the user identifier, the
pseudonym may be used fortracking. If thisinformation is submitted to the loT cloud then potential

? Use cases identifiedinT1.1 referencdngthe T1.2 architecture and T1.4 communication means
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attackers may be able to locate the user or reconstruct his past behaviour. This implies that
information must be anonymized before itsenttothe loT cloud and must be anonymized beforeiitis
persisted.
Therefore, classical PKI schemes without additional measures cannot be used even if the certificate
isanonymous. The certificate or publickey fingerprint allows unique user identification. Usage of a
scheme that preserves user privacy by design is mandatory for any user authentication and
identification of the userin the cloud data. This level of privacy may be achieved by deployment of a
polymorphicscheme [50], zero-knowledge-proof scheme such as IDEMIX [51][52] or U-prove [53] or
at least by deployment of PKI with very short-lived anonymous certificates without linking
possibility. It also implies that information must be anonymized before it is sent to the loT cloud.
The system must also provide the possibility of inspection and investigation in case of security or
trafficincidents with retrieval of the real useridentity and identification of all actors.
User authentication must implement the following requirements:

9 Highlevel enrolment and strong link to real user identity,

q Semi—anonymous4 user authentication to loT cloud,

T Semi-anonymous identification without disclosure of private data for data stored in the

cloud,
9 Polymorphic scheme preventing user tracking for all data stored in loT cloud,
9 Possibility of investigation of incidents with recovery of real user identity by an authority.

6.1.4.2 Information from loT/M2M devices
Devices connectedto the loT cloud do not contain any private data of users, but the devices may be
used for user tracking.
Each device type must be reviewed and data coming from devices that may be used for tracking
must be treated in the same way as personal data:

I Semi-anonymous identification without disclosure of private data for data stored in the

cloud,
I Polymorphicscheme preventing user tracking for all data stored in loT cloud,
9 Possibility of investigation of incidents with recovery of real user identity by an authority.

6.1.5 Non-repudiation

In case of incident resolution, it may be crucial not only to identify all the actors (e.g., to find the
source of the wrong information), but also to provide a proof of origin of the information. Non -
repudiation must be taken into account during deployment of privacy-friendly solutions.

6.1.6 Restricted Data Flow

This security feature has to grant data separation and protection amongst different domains. It has
to permitonly the interaction between same domain agents. Forexample, carinfotainment systems
and a road signals have different scopes, the first have to inform the driver and passengers about
the infrastructure status and driving enhanced data, while the second have to send some
information to the autonomousinfrastructure. These components must not communicate directly.
Indeed, this layer provides network segmentation and application sandboxes.

6.1.7 Timely Response to Event

6.1.7.1 Secure Analytics: Visibility and Control
The secure analytics layer defines the services by which all elements, i.e. endpoints, network

* The useris granted access to the service, but his/herdigitalidentity related dataremains
confidentialevenif valid credentials are used to authenticate.
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infrastructure and data centres, may participate to provide telemetry for the purpose of gaining
visibility and eventually controlling the 10T/M2M ecosystem.

By adopting big data architectures, we can deploy a massive parallel database platform that can
process large amounts of data in real time. And by combining these with analytics, we can perform
real statistical analysis on security data to detect security related anomalies. Further, this layer
includes all elements that aggregate and correlate the pieces of information, including telemetry, to
provide reconnaissance and threat detection. Threat mitigation could vary from automatically
shutting down the attackerfrom accessing furtherresourcesto running specialized actions to initiate
proper remediation.

6.1.8 Resource Availability

This security layer implements all countermeasures against denial of Service threats or any other
problems that can interrupt any infrastructure services.

6.1.9 Network Enforced Policy

This layer involves all elements that route and transport endpoint traffic (control management or
actual data) securely over the infrastructure, whether control, management or actual data traffic.

Like for the authorization function, there are already established protocols and mechanisms to
secure the network infrastructure and also policies that are well suited to the loT/M2M use cases.

6.2 AUTOPILOT Security and Privacy Requirements

The requirements aim to mitigate the six primary security requirements:

1. Authenticity: Ensures that unauthorized users cannot present themselves as authorized
ones, thatauthorized assets cannot receive or process datafrom any unauthorized user, and
that restricted ITS services can only be accessed by authorized users.

2. Integrity: This is related to the integrity of stored and transmitted information. It ensures
that information is protected from unauthorized modification and deletion.

3. Confidentiality: This is related to the integrity of stored and transmitted information. It
ensures that information is protected from unauthorized access.

4. Availability: Thisisrelated to service availability. It ensures that access to, and the operation
of, services by authorized users and assets cannot be prevented by malicious activities.

5. Accountability: Thisisrelated to accountability of users. It ensures that every action that was
taken and service usage can be audited.

6. Non-Repudiation: This is related to the non-repudiation of user actions. It ensures that a
capabilityis provided to determinewhetheragiven authorized or not authorized usertook a
particular action.

Every threatis analysed and mitigated foreveryinterface in an ITS integrated system. The standard
ISA/IEC 62443 — 3 — 3 [10] provides a map of all security requirements and recommends the
requirement to be adopted for each security level. The ISA/IEC 62443 — 3 — 3 group security
requirements into four security levels (SLs) associated to four attacker types. Each attacker type is
described in terms of skill, motivation and resources. So, the risks we identified in automotive
integrated systems have been analysed to produce a list of requirements linked to the 62443-3-3
standard. The adoption of this list and its security level is mandatory to mitigate the threat
associated with the risk.

For example, risk number 41:
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Table7 —Risk n. 41

# Interface | Vulnerability | Threat | Name | Description - Information Proba Impact 62443-3 -3
Consequence asset bility
41 Car Hop-to-Hop Accou | Repud Messages Communication Low Impossible 2-8(4),2-
Interface Interface ntabili | iation ignored by with ITS to 9(4),
ty Driver driver who infrastructure prosecute 2-10(4),2-
claims they arogue 11(4),2-
have not driver 12(4),3-9(3)
been
received
Risk 41 focuses on “in-car interfaces” (ITS-SVehicle) and involves the network interface ETSI G5 for
V2X communications. It is a threat for accountability. For example, a dishonest driver can ignore
messages from the ITS infrastructure and, therefore, may not be prosecuted for a violation. To
mitigate:
T Thesystemshall auditevents andshall be centrally managed (Security Requirement 2.8 with
Security Level 4);
I The system shall have audit storage capabilities and shall issue a warning when a storage
threshold is reached (Security Requirement 2.9 with Security Level 4);
I The system shall respond to audit processing failures (Security Requirement 2.10 with
Security Level 4);
T Thesystemshall memorize the audit timestamp, with time synchronization and protection
of time source integrity (Security Requirement 2.11 with Security Level 4);
I Thesystemshall adopt a non-repudiation function for all users (Security Requirement 2.12
with Security Level 4);
I Thesystemshall adopta protectiontothe auditinformation (Security Requirement 3.9 with
Security Level 3).
Another example is risk n° 101:
Table8 —Risk n. 101
H Interface | Vulnerability | Threat Name | Description - Information Probabi Impact 62443-
Consequenc asset lity 3-3
e
101 Road Sign Hop-to-Hop Availabili | DoS Jamming of Communication | Low AD System 7-1(4)
Interface Interface ty Radio with ITS andusers
Interfaces Infrastructure are not
informed

Risk 101 focuses onthe RSU’s hop-to-hop interfaces anditis about the risk of jamming attack aimed
to turn off RSU communicationin ITS infrastructure. The impactis that the RSU cannot communicate
any kind of information and all assets and users in the infrastructure cannot receive any data about
it.

To mitigate the risk, the system shall provide the capability to operate in a degraded mode during a
DoS event and to restrict the ability of any malevolent user to disturb communication failures
(Security Requirements 7.1 with Security Level 4). For example, it could adopt the LTE technology,
which implements an anti-jamming technology.

Table 9 shows the various levels of skill, access and resources that identified attackers may have.
Other levels and attackers are possible. For example: a terrorist organization could hire a rogue
admin and a rogue engineer, thus ranking as a very serious threat. We consider that these kinds of
attackers are beyond the scope of the AUTOPILOT project at this stage.
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Table9 — System access

Attackers Level of System | Skills Level Resources
Access
Rogue driver 2 1 1
Rogue Maintainer 3 3 1
Rogue Operator 3 2 1
Rogue Administrator 4 4 1
Rogue Engineer 3 5 1
Anarchist / Vandal 1 1 1
Terrorist 1 1 5
Youth / Opportunity hacker 1 1 1
Industrial Spy 1 4 4

Table10— Level of Attacks

Legend

1=External Access
2=Normal System User
Level of system acces{ 3=System Operator Admin
4=Insider

5=Unlimited

1=low

5=high

1=low

5=high

Level skills

Resources

6.2.1 Unlimited Human User Authentication

The control system shall provide the capability to identify and authenticate all human users. This
capability shall enforce such identification and authentication on all interfaces that provide human
useraccess to the control system to support segregation of duties and least privilege in accordance
with applicable security policies and procedures.

6.2.2 Cloud data classification

All data submitted to the platform must be classified into one of the following categories:

9 Public data that may be accessible by any entity (e.g., information from sensors such as
temperature);

9 Restricted datathat require basicauthorization to access (e.g., position of device owned by
provider);

9 Privacysensitive data listed in GDPR that require detailed authorization access. In the case
where data are disclosed to human users, information about which information was
disclosed to which person must be stored in secure storage and must be available for future
investigation and auditing.

6.2.3 Authorization of accesto the 10T platform (FIWARE, Watson |oT)

Each platform must follow the above classification of data and enforce the following sets of
credentials for communication with loT services:
1 Publicaccess credentials to access public data;
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Restricted credentials to access restricted data;

Credentials to access private dataand services. Access to private data must be subject to an
audit log, it must be possible to provide information about which user requested the
information or service call. If possible, access should be provided only for certain actions,
and not for a whole user session.

Each loT service must be forced to use separate credentials.

= =2

6.2.4 Translation of user credentials into credentials for communication witke 10T platform

Each loT defines a process by which the authorization data of end user services is translated into
authorization data of the underlying loT platform.

6.2.5 Logging of IoT service to loT platform calls

Audit log information is provided for all calls to the loT platform with following information:
I Type of transaction;
T Enduseror entity who initiated the call;
I Time of transaction;
 Which information was provided (in case of private information);
I Credential that was used for communication with the platform.
The audit log itself does not contain any privacy sensitive information.

6.2.6 Translation of authorization between loT platform and oneM2M platform

Authorization of access to the oneM2M platform must follow [37] [38]. Each service must have at
least the following sets of credentials:

1 Publicaccess credentials to access public data;

9 Restricted credentials to access restricted data;

I Credentials to access private data and services. Access to private data must be subject to
auditlog. It is possible to provide historical information about which loT service requested
the information or service call.

Each oneM2M platform must define policies to follow data classification.

6.2.7 Logging of IoT platform to oneM2M calls

Audit log information is provided for all calls to loT platform with the following information:

I Type of transaction;

I Credentials of the entity who initiated the call;

9 Time of transaction;

T Which information was provided (in case of private information);

I Credentials used for communication with the platform.
The audit log itself does not contain any privacy sensitive information. In case of privacy sensitive
callsthe audit logprovide the means of investigation of the full communication chain starting with
the user credentials.
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7 Conclusion

We presented the security and privacy requirements of the autonomous driving systems and
infrastructure. In particular, we highlighted that:
1 Security at all layers should be implemented to mitigate all the risks identified.
1 A process for measuring key performance indicators (KPIs) should be defined by the pilot
sitessothat it would be possibleto evaluate the impact of the security mechanism proposed
in this document on those KPIs.
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8 Annexes

8.1 Annex A

Worksheet in
AUTOPILOT-D110-v:

8.2 Annex B: Feedback from the pilot sites
8.2.1 V2| secured Architecture from CEA

DIASERStandard Dialog of Traffic Regulation Equipment): “DIAlogue Standard des Equipements de
Régulation de trafic” (DIASER NF P 99-071-1 G3) ) is a French closed standard which aims to
normalize the exchanges of traffic light regulation equipment in a safe and secured manner. The
major part of the TLC in France, in particular the ones on which we are working on in Versailles PS,
implements the DIASER specifications.

TLCTraffic Light Controlleris atrafficregulation equipmentthat manages and controls semaphores
and is able to provide traffic light status and trafficinformation.

TLCs are very critical equipment in a way that they manage road safety features like controlling
traffic lights, managing traffic rules, configuring traffic lights depending on the characteristics and
topologies of the road. Not everybody could have access to these equipment, because that can be a
veryimportant publicsecurity and safety issue; not only for cars, butalso forall road users including
the Vulnerable Road Users (VRU) such as pedestrians, bikes, etc. That is why it is essential to make
sure that all exchangesthatare made between any kind of host and one or several controller(s) are
done in a secured way.

In Versailles Pilot Site (Versailles PS) the architecture of communication with TLC involves the use of
aroadside unit (RSU) which will handle the IP and port forwarding to the TLC.

The architecture of communicationis specific to each RSU provider in the Versailles PS. From CEA’s
point of view, we are considering the following architecture with the elements as shown:
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*Port forwarding active means that
3l the flow at the destination of 5000
[DIASER over UDP) and 50443 (HTTPS eth0 : public IP &

0
queries 1owards the contralier) and tun0 : 10.%ex

received by the RSU on its tunnel
mterface is forwarded to the traffic
ght controller via the Ethernet link

between the RSU et and the traffic
e controller

Internet

br-lan : 19250
Tur0 : 100

*Port farwarding active

Applcative Ink

tun : 10,0

AXIMUM
Controller |.n2 - 192.xx
(Maestro) | Port UDP - 5000

T AKKA Machine which is a Linux host located in AKKA Technologies offices and which is in
charge of sending DIASER requests to now the status and the remaining time of the traffic
lights that are managed by a given TLC. This machine has an OpenVPN client installed to
connectto an OpenVPN server. Ithasan OpenVPN certificate generated from the serverside
that allows it to connect to that one.

T AUTOPILOT OpenVPN Server which is located in CEA offices and which handles OpenVPN
serverrole. All the client certificates are generated from this machineand givento the client
hosts such as the AKKA Machine.

T CEA RSU (Maestro Wireless) isacellularmodem which handles IPv4 communication through
Ethernet or WiFi. Itis also called IP-RSU hereafter.

T AXIMUM Controller (Maestro) isa TLC which managesfrom 1 to 8 Carrefour(s) (semaphores
area). This equipment is able to communicate only with DIASER protocol.

 Internet which is necessary to make this kind of communication work as the remote hosts

need the Internet to be working to be able to activate the VPN client and to communicate
securely.

Specifically, the AKKA machine generates DIASER requests to ask for the traffic light status and the
remaining time before switchingto another status. These DIASER requests are trans ported through
UDP and routed through an IP over 4G connection to the IP-RSU (Maestro Wireless provided by
CEA). Then the IP-RSU forward (IP forwarding) the requests to the TLC.

The TLC generates corresponding DIASER responses to provide the cloud server with the traffic light
status and the remaining time. These responses take the reverse path of the DIASER request.

The recipient decodes the response according to the DIASER specifications.

Thenthe cloud serversends the trafficlight status and the remaining time to the VFLEX through a 4G
connection.

Note that all the traffic through 4G connection is encapsulated into a VPN tunnel. It is important to
secure communication between the remote host which isin this case a machine located somewhere
in the cloud, but could also be a connected vehicle for the reason explained above.

Also, in this architecture, the remote host does not need to know the IP address of the TLC. It just
needstosendthe requeststothe IP-RSUthrough the secured link, with adestination address which
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is reachable only if the tunnel interface is up. In other words, without the OpenVPN connection
between the remote host and the AUTOPILOT OpenVPN Server, there is no way to reach the RSU.
That means that an eventual malicious user could not intercept the traffic if he does not have a
certificate generated from our server.
To summarize, to access or take control of the communication between the remote host (whatever
the host) and the TLC, there is a need for:

I Havingaclient certificate generated from the AUTOPILOT server;

9 Establishing a OpenVPN communication based on that certificate;

Knowing on which ports the RSU is listening to make the port forwarding to the TLC;

T Knowing on which ports the TLC is listening; which make this architecture very strong.

Additionally, OpenVPN is a powerful open source security software.
8.2.2 Pentestonthe Livorno Pilot Site

During the second iteration a Penetration Test has been conducted on the Italian pilot site by a
Thales Red Team.

8.2.2.1 Red Team Testing

Our research goal within the first validation phase of the AUTOPILOT project has been focused
mainly on the identification of the cyber risks that the ITS-G5 infrastructure could be exposed to. In
orderto thoroughly investigate this aspect we have chosen to analyze the standard from the point of
view of a potential attacker, using tools easily available on the market, exploiting a laboratory
environment offered by the projectin which all the recommended cybersecurity policies had not yet
been applied. Inthis way we have been able to demonstrate the maximum capabilities of the cyber-
attacks that could be made against an open protocol managed ITS-G5 infrastructure. Once a good
level of awareness in this topic has been obtained, the next phase of the project will have the
objective of making use of all the technical details collected to achieve the effective securing of the
ITS-G5 testing environment deployed within AUTOPILOT.

In order to carry out the survey from the point of view of an effective attacker, we have chosen to
resort to the use of a red team-oriented analysis approach. Namely, a red team is an independent
group of cybersecurity practitioners that performs cyber-attacks on aninfrastructure with the aim to
study its weaknesses and to improve its effectiveness, detecting and evaluating threats and
vulnerabilities form an attacker-like perspective. What distinguishes a red team from a group of
attackers are: customer consent and ethics. The advantage of using such strategy of test is to
provide a more realistic picture of the security readiness than exercises, role playing, or standard
assessments in general.

In this context, this line of attack has been used for technical research purposes. In red teaming
approach, ethical hackers or white hats are responsiblefor system evaluation and penetration with
limited (or without) any granted access to internal resources of an information security system or
network.

8.2.2.2 The SDR: the tools of the trade

The ETSI ITS-G5 infrastructure is mainly based on the use of the IEEE 802.11p V2X communication
standard, otherwise known as WAVE (Wireless Access Vehicle Environment), in the licensed band of
5.9 GHz (5.85-5.925 GHz). In addition, others two support interfaces are involved within the
AUTOPILOT testbed deployed, such as: LTE, for communications with the command and control
center, and the |IEEE 802.15.4 standard, for the gathering of information from the scattered sensors
on the roadside. In orderto control all these interfaces, taking advantage of the maximum flexibility
offered by asingle hardware component, we decided to make use of Software -Defined Radios (SDR)
which, moreover, are easily available on the market.
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The advent of inexpensive SDRs has redefined the wireless hacking landscape. SDRs are systems
where components that have been traditionally implemented in hardware (e.g. mixers, filters,
amplifiers, modulators/demodulators, detectors, etc.) are instead implemented by means of
software elements. Atthe momentthere are several types of SDR devices to which we can refer to;
inour case, we based our choice on the analysis of the following five features, finding the one that
best suited into the AUTOPILOT operating context:

9 Sample Rate/Bandwidth. The samplerate defines the maximum bandwidth that we are able
to view simultaneously.

9 DynamicRange/ADC Resolution. Higher ADC resolutions let us view loud and quiet signals
togetherand observe smallerdifferencesinthe signal. Atypical resolution for mostsignalsis
done with the aid of 8 bits, but SDRs with 16 bits of resolution are still available on the
market.

I Transmit Capability. Some SDRs allow us to transmit and receive simultaneously (full

duplex), but others only allow half duplex transmit capabilities.

Tuner Range. The tuner range determines what frequencies we are able to receive.

Price. A too expensive SDR may not adequately represent the technology used by an
effective attacker.

= =4

After these considerations, our choice fell on the HackRF One SDR, with the aid of a logarithmic
antennaable to operate up to 6 GHz, in orderto adequately overspread the operating frequencies of
the IEEE 802.11p standard. To properly manage the software side we employed GNURadio, which is
an open source development toolkit for programming SDRs. GNURadio Companion makes use of a
graphical interface to develop the wanted behavior, generating aseries of logic blocks connected to
each other, called flowgraph. At the compilation time, these blocks are automatically converted into
Python code and loaded within the HackRF One. Finally, the self-generated code was subsequently
modified by hand in order to better fill our needs.

HackRF One

A1}

Figure 2: The HackRF One SDR with the logarithmic antenna used in this context

8.2.2.3 Attack perspectiveand work findings

On the prototypal environment of AUTOPILOT, not yet managed with all the appropriate
cybersecurity policies, in ordertofollow ared team approach, we did the tests without being aware
of the actual development of the infrastructure. The research work of the attack vectors on
architecture has been structured into three main phases:
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1 Information Gathering.
9 Reverse Engineering of the exchanged messages payloads.
9 Exploiting ITS-G5 V2X communications.

8.2.2.4 Information Gathering

First of all, an inspection was carried out on the AUTOPILOT site, with the aim to attempt to
understand what kind of technologies were actually in use, to locate the active Road Side Units (RSU)
on the route, to map the pedestrian crossings and to mark the traffic light stations as points of
interest. Subsequently, a huge amount of sniffing sessions were carried out, taking care to keep
track of all the visual variations verifiable on the environment, such as: AD car passing, mapping of
the active lights on the vehicles, recording of a braking event, proximity to a green/yellow or red
traffic light, etc.

The scanning for the IEEE 802.11p signals to be captured during the sniffing phase was made
through the use of the open source tool Ggrx (GNU Radio and Qt graphical toolkit), which is an
excellent framework for searching the analog signals within the frequency range covered by the
SDRs, through a fairly intuitive graphical interface. Once the analog signals related to the exchange
of IEEE 802.11p messages were identified,a module was developed by means of GNURadio for their
reception and conversionintoadigital layout. The code generated and executed on the HackRF One
SDR allowed us to capture IEEE 802.11p frames and to collect them in various PCAP (packet capture
format) files via Wireshark.

8.2.2.5 Reverse Engineering of the exchanged messages payloads

Secondly, once a massive and targeted collection of packet capture was obtained, a simplified
reverse engineering operation of the protocol was made. In order to be able to extract the
information thatcould allow us to understand the meaning of some bits of the gathered payloads,
we used temporal and spatial correlation techniques between the available frames, aside fromanin-
depth analysis of the ASN.1 (Abstract Syntax Notation One) code of the ETSI ITS-G5 standard
documentation, and above the receiving of some indirect advices through the use of simple social
engineering operations.

At the end of the investigation, a Python script was created for the extraction and interpretation of
the fields of interest from an IEEE 802.11p frame. At this stage we were able to correctly derive the
message structure provided by the ITS-G5 standard: Simple GeoNetworking, CAM, DENM, SPATEM
and MAPEM packets.

8.2.2.6 Exploiting ITS-G5V2X communications

Finally, we moved on to the active phase, compiling a new Python script using the GNURadio tool
(beside some additional handmadetips) to set up our HackRF One to transmit messages on the IEEE
802.11p channel. By simply changingthe packettimestamps, the sender/receiveraddresses and few
other bits, we were able to emulate any type of message on the channel (e.g. Simple
GeoNetworking, CAM, DENM, SPATEM and MAPEM) and to have them correctly interpreted by the
RSU and the car On Board Units (OBU) devices.

Potentially, at this point, an attacker would be able to carry out AD cars flooding attacks, generate
fictitious trafficlight signals, reporta false presence of pedestrians within the road, set unfit speed
limits, realize OBU and/or RSU attacks spoofing, and so on.

Becomingaware of thisresult, we can move onto the introduction of the cybersecurity remediation
to be applied to the ITS-G5 infrastructure, ensuring to make attacks of this type unfeasible in the
next future.
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8.2.2.7 AutopilotRisk Analysis Results
The autopilot risk analysis identified and predicted several risks and corresponding
countermeasures. This has been done by dividing the System Under Consideration (SUC) in three
main zones, as required by the risk analysis procedure described in ISA |IEC 62443-2-3:

T The Cloud loT platform,

I TheV2Xand loT network of connected devices,

{ The in-vehicle network.
The mitigations forthe identified risks have then be mapped to system level requirements given in
ISA IEC 62443-3-3 sothat the security level capability (SL-C) of the overall system can be derived by
following the requirements in that part of the standard.
The final requirements are collected in the annex of the D1.9 deliverable (and annex A of this
Document).
As the previous sections shows, an initial pen-test, executed on the system before the full set of
mitigations have been implemented, can demonstrate that the foreseen risks are effectively
impacting the system negatively until mitigations are putin place.
The use of the ISA IEC 62443 has been beneficialin both providing grounded guidance to the risk
analysis processandin derivingresults and mitigations that can be easily tested, understood and
compared.
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