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Abstract 

This report describes the development and integration of IoT devices contributing to autonomous 
driving ς both new and existing devices adapted to become IoT devices. Mobile IoT objects (mobile 
robots and/or micro aerial vehicles) and IoT infrastructure (sensor/actuators, connectivity and 
communication) developed and seamlessly integrated into the IoT ecosystem (other IoT devices, 
vehicle IoT platform developed in T2.1 and Open IoT platform developed in T2.3) are presented and 
the details of the use cases and functions for IoT devices, the interfaces, communication, security 
and platforms integration are highlighted. 
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9ȄŜŎǳǘƛǾŜ {ǳƳƳŀǊȅ 

Connectivity is part of the major automotive innovation for the foreseeable future and the 
connected vehicles integrate communication technologies to eliminate potentially fatal distractions. 
It enables cars to communicate with other vehicles, infrastructure, pedestrians, electric grids and 
devices, to optimize the driving environment. Various connectivity protocols play a key role in this 
vision and, as the level of connectivity increases, the IoT applications are becoming more and more 
important. 

 IoT devices support autonomous driving functions ς such as notification about a parking spot being 
made available ς which require that the IoT device connectivity covers wider areas and require less 
latency. 

 According to the AUTOPILOT partners the IoT devices and technologies can support the 
autonomous driving functions in different ways. They show that the development and integration of 
IoT devices into combined autonomous vehicles and IoT ecosystems could support the integration of 
services using interoperable IoT platforms and IoT devices that provide additional information to the 
vehicles about the environment, surroundings and the dynamic events around the vehicles. 

This document describes the development of IoT devices and infrastructure and their seamless 
integration into the IoT ecosystem for automated driving and increased functionality.  

 Mobile IoT objects (e.g. micro aerial vehicle (MAV)) and IoT infrastructure (sensors/actuators, 
connectivity and communication) developed in the project and integrated into the IoT ecosystems 
deployed in different pilot sites (other IoT devices, vehicle IoT platform developed in T2.1 and Open 
IoT platform developed in T2.3) are defined and presented.  

 The overall activities are based on the requirements and specifications presented in the Use Case 
specification (T1.1), IoT architecture (T1.2), IoT vehicle specifications (T1.3) and communication 
specifications (T1.4). 

 Chapter 2 briefly presents the five domains and describes what type of AUTOILOT use cases address 
the different domains, and the type of IoT devices used in the respective domains.  

 Chapter 3 outlines the IoT devices, sensors and actuators used and/or developed by AUTOPILOT 
partners in the different use cases and integrated into the IoT ecosystem for the autonomous vehicle 
applications functions. 

 Chapter 4 describes the functions of IoT devices and the use cases in which they are implemented in 
the five pilot sites (Brainport, Livorno, Tampere, Versailles, and Vigo). The Korean pilot site in 
Daejeon is not described in deliverable D2.4 because no IoT platform has been implemented (see 
also deliverable D2.3). The description of the IoT device functions and the use cases includes 
connectivity between IoT devices, connectivity between vehicles, infrastructure and other sensors to 
enhance autonomous driving capabilities and technology that allows vehicles to monitor the state 
and availability of different services. As for the in-vehicle functions, three main groups of sensor 
systems such as camera-, radar-, and lidar-based systems, together with ultrasonic sensors are used 
for autonomous driving, Chapter 4 presents how other type of sensors/actuators and IoT devices in 
the different use cases are used to enhance the autonomous driving capabilities. 

 Chapter 5 presents the integration of IoT devices into IoT end-to-end platforms that provide the 
hardware, software, connectivity, security, and device management tools to handle the different IoT 
devices used in the different use cases across the AUTOPILOT pilot sites. Different sections provide 
info on how the integration is implemented presenting the managed integrations, device 
ƳŀƴŀƎŜƳŜƴǘΣ ŎƭƻǳŘ ŎƻƴƴŜŎǘƛƻƴΣ ŎŜƭƭǳƭŀǊ ƳƻŘŜƳΣ ŜǘŎΦ  ǘƻ ƳŀƴŀƎŜ ŀnd monitor the IoT devices in 
different use cases. 

 Chapter 6 reports on the communication and connectivity implemented in the different use cases 



 
 

15 

using the IoT devices developed for providing different functions. The description addresses as well 
the IoT platforms interfaces used and the security mechanisms implemented for the different 
specific cases and pilot sites. 

 Chapter 7 addresses the high-level integration of the IoT devices and use cases in the different pilot 
sites. The information is linked to how the data acquired through the IoT devices and platforms are 
integrated in different applications, back ends and cloud services.  

 Chapter 8 describes the verification, validation and testing (VV&T) of selected cases for IoT devices 
used in autonomous vehicles use cases for achieving acceptable levels of safety and assurance for 
the autonomous vehicle applications. These are VV&T methods used for the IoT devices, sub-
systems, communication, and integration into IoT platforms. 
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1. LƴǘǊƻŘǳŎǘƛƻƴ 

1.1 Purpose of the document 

The ŘƻŎǳƳŜƴǘ ǊŜǇǊŜǎŜƴǘǎ ǘƘŜ 5ŜƭƛǾŜǊŀōƭŜ 5нΦп άwŜǇƻǊǘ ƻƴ ŘŜǾŜƭƻǇƳŜƴǘ ŀƴŘ LƴǘŜƎǊŀǘƛƻƴ ƻŦ Lƻ¢ 
devices into IoT ŜŎƻǎȅǎǘŜƳέ, first output carried out within Task 2.4 "Development and Integration 
of IoT devices".  

The purpose of deliverable D2.4 is to present and describe the development and integration of IoT 
devices and infrastructure for automated driving and increased functionality, seamlessly integrated 
into the IoT ecosystems developed in the AUTOPILOT project.  

The work is based on the specifications and requirements developed in Task 1.1 addressing Use Case 
specifications, Task 1.2 describing the IoT architecture, Task 1.3 on IoT vehicle specifications and 
Task 1.4 providing the communication specifications.  

 

1.2 Intended audience 

The intended audience for this deliverable is considered to be all the AUTOPILOT participants and in 
particular, the AUTOPILOT participants involved in WP1 and the partners involved in Task 2.3 
ά5ŜǾŜƭƻǇƳŜƴǘ ƻŦ ǘƘŜ ƻǇŜƴ Lƻ¢ ǎŜǊǾƛŎŜ ǇƭŀǘŦƻǊƳέ ŀƴŘ ƛƴ ¢ŀǎƪ нΦр άtƛƭƻǘ wŜŀŘƛƴŜǎǎ ǾŜǊƛŦƛŎŀǘƛƻƴέΦ 

The development and integration of IoT devices and infrastructure for automated driving is used in 
the other tasks of WP2, WP3 and WP4 to support the developments and deployments of IoT 
technologies in different pilot sites. 
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2. !ǳǘƻƴƻƳƻǳǎ ǾŜƘƛŎƭŜǎ ŘƻƳŀƛƴǎ 

The concept of Internet of Vehicles (IoV) or Vehicle-to-Everything (V2X) communications applied for 
autonomous transportation and mobility applications, requires creating mobile ecosystems based on 
trust, security and convenience to connectivity services and transportation applications in order to 
ensure security, mobility and convenience to consumer-centric transactions and services [8][11].  

A vehicle with automated features must have established interactions with different domains that 
are interlinked with operational design domain for which a vehicle could have one or multiple 
systems, one for each operational design domain (e.g. freeway driving, valet parking, urban driving, 
etc.). Chapter 2 briefly presents the five domains and describes what type of use cases address the 
different domains and the type of IoT devices used in the respective domains. 

In this context for autonomous vehicle applications, five domains are defined as presented in Figure 
1. The domains cover the communications of vehicle to everything (V2X) covering vehicle to 
infrastructure (V2I), vehicle to pedestrian (V2P), vehicle to device (V2D) vehicle to grid (V2G) and 
vehicle to vehicle (V2V) as important communication building blocks of the IoT ecosystems [8][11]. 
The domains are described in deliverable D1.7 (Initial specification of Communication System for 
IoT-enhanced AD). 

 
Figure 1 ς Automated vehicle domains 

Smart sensors and actuators in the vehicles, roads and traffic control infrastructures collect a variety 
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of information to serve enhanced automated driving. These require robust sensor, actuators and 
communication solutions, which are able to communicate with the control systems while 
considering the timing, safety and security constraints. Redundancy and parallel systems are 
required in all safety and security critical applications. It is worth noting that power saving mode 
(e.g. sensors, actuators) can be a barrier to real-time information. For battery-powered equipment, 
it will always be a trade-off between power consumption and communication latency [8][9]. 

The IoT ecosystem relies on interaction among vehicles, pedestrians, devices, micro aerial vehicles 
(MAVs) and infrastructure, to improve traffic management (increase efficiency, security and safety).  

The following chapters present the development and integration of IoT devices contributing to 
autonomous driving. The mobile IoT objects (mobile robots and/or MAVs) and IoT infrastructure 
(sensor/actuators, connectivity and communication) are developed and seamlessly integrated into 
the IoT ecosystem. 

Below we describe how the developed/used IoT devices are applied in the different domains for the 
use cases of each pilot site. 

 

2.1 Vehicle to vehicle (V2V) domain 

1.1.1 French pilot site 

In the French pilot site, the Vehicle to Vehicle communication is used during the platooning use case. 
This communication is made over ETSI ITS-G5 (IEEE 802.11 OCB) to allow the exchange of 
information between the vehicles forming the platoon. This information will be used to place the 
vehicles according to the others. The goal is to ensure that the platoon is not broken and that all 
vehicles are capable at any time to cross an intersection for example. All the relevant information 
about the platoon is displayed to the driver on the embedded screen. 

Bicycle OBU: In the French site, the communications between vehicles and bicycles are typical V2V 
ETSI ITS-G5 communications. The bicycles are equipped with an On-Board-Unit (OBU), which is 
responsible for ITS-G5 realization. This device has been developed from scratch by CERTH/HIT, 
specifically for the AUTOPILOT project. The ITS-G5 stack, implementing Cooperative Awareness 
Messages (CAM) and Decentralised Environmental Messages (DENM) messages, is also developed by 
/9w¢IκIL¢Φ .ŜǎƛŘŜǎ ±н±Σ ōƛŎȅŎƭŜΩǎ h.¦ ŀƭǎƻ ƛƳǇƭŜƳŜƴǘǎ Long-Term Evolution (LTE) communications 
for IoT information exchange. Cooperative Awareness Message (CAM) and Decentralized 
Environmental Notification Message (DENM) like messages are sent to the IoT platform via cellular 
4G/LTE channels. These messages are then transferred to an external server where the Decision 
Support System (DSS) and the risk assessment algorithm reside. The outcome of the algorithm is 
transferred to the bicycles via 4G/LTE channels. Both ITS-G5 and IoT systems will coexist in the 
ōƛŎȅŎƭŜΩǎ h.U. 

1.1.2 Dutch pilot site 

¶ Highway: The use case does not implement V2V communication. Information from/to any 
vehicle is processed by and transmitted through cloud and IoT platforms.  

¶ Platooning: In the Dutch pilot site (PS), Vehicle to Vehicle (V2V) communication is 
established via ITS-G5 connections (existing technology TNO but adapted to AUTOPILOT) and 
additionally a UWB connection (novel technology, brought by NXP). An alternative approach 
for V2V information exchange is via IoT technology, using a local cloud service that forwards 
messages coming from one vehicle, to another (see also Spanish PS). At the time of writing 
this was under development at TNO. 
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Figure 2 - Additional vehicle HW/SW in the Prius vehicle used for Platooning and AVP (Dutch Pilot site) 

1.1.3 Italian pilot site 

In the Italian PS, Vehicle to Vehicle (V2V) communication is managed by ISMB IoT In-Vehicle 
platform. The platform implements an almost full ETSI stack, completely developed by ISMB. The 
main V2V messages that will be exchanged are Cooperative Awareness Messages (CAM). This 
information will be used to provide a detailed look of the surrounding of the autonomous vehicle. 
CAM messages notify the information sensed by the In-vehicle sensors to the vehicles in the 
transmission range. This information is used by the AD data fusion algorithm to take decisions for 
both the highway and urban scenarios. 

For the bicycle to vehicle communications, a prototype was developed by one of the AUTOPILOT 
partners (ISMB) in 2015. An electric bicycle was equipped with a battery powered On-Board-Unit 
(OBU) implementing IEEE 802.11p (ETSI ITS-G5) communications. The bicycle OBU exchanges 
messages (notably CAM) that are used by an anti-collision algorithm to warn the driver and the 
bicycle rider about a possible forthcoming collision. The rider is warned thanks to a smart-bracelet 
directly connected with the OBU. The experiment shows good performances also with a basic anti-
collision algorithm. A video about this experiment can be found in [14].  

1.1.4 Spanish pilot site 

In the Spanish Pilot Site, the Vehicle to Vehicle communication is performed using the IoT in-vehicle 
platform system. In order to check the impact of the fully IoT communication system in the Spanish 
use cases, this V2V communication is performed through the infrastructure and using standard 
oneM2M messages. These messages wrap the defined data models that allow the IoT 
communication with the vehicle. Therefore, if a vehicle needs to send its information to other 
vehicles, that one will upload the corresponding message to the cloud, which later on will be 
available for any other connected vehicle. 

1.1.5 Finnish pilot site  

In the Finnish pilot site, the vehicle is equipped with both ETSI ITS-G5 and 4G/LTE communications. 
The vehicle ETSI ITS-G5 station transmits CAM messages regularly, and the vehicle position is also 
sent to the IoT platform, for use by other services. 
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2.2 Vehicle to pedestrian (V2P) domain 

Every year, a large number of Vulnerable Road Users (VRUs) are killed or seriously injured in road 
accidents. Vehicle communications can significantly reduce the number of these fatalities thanks to 
an effective warning system for the involved actors.  

V2P (Vehicle-to-Pedestrian) communication is a field of research that studies the communications 
between cars and pedestrians, but it typically considers also bicyclist and motorcyclist, children in 
strollers, mobility-impaired people with wheelchairs, passengers embarking and disembarking buses, 
etc. The goal of the V2P is to detect a pedestrian or more generally a VRU, and notify information 
useful to avoid accidents.  

The more intuitive device to warn pedestrians is the smartphone, due to its increasing 
ŎƻƳǇǳǘŀǘƛƻƴŀƭ ǇƻǿŜǊΣ ǘƘŜ ŀǾŀƛƭŀōƛƭƛǘȅ ƻŦ ǿƛǊŜƭŜǎǎ ŎƻƴƴŜŎǘƛƻƴ ŀƴŘ ƛǘǎ ǿƛŘŜǎǇǊŜŀŘ ŀǾŀƛƭŀōƛƭƛǘȅΦ ¢ƻŘŀȅΩǎ 
incumbent standard for vehicular communication is ETSI ITS-G5 that is based on the IEEE 802.11p 
amendment of Wi-Fi standard. Unfortunately, while Wi-Fi is supported by most smartphones, IEEE 
802.11p is not implemented in any commercial product. Since this approach seems interesting, in 
2014 Qualcomm and Honda, published a paper [13] that describes a real implementation of this 
idea. The prototype is made with a smartphone equipped with a Qualcomm Wi-Fi solution. As 
ǊŜǇƻǊǘŜŘ ƛƴ ǘƘŜ ƻǊƛƎƛƴŀƭ ǇŀǇŜǊΥ άǘƘŜ ŘŜǎƛƎƴ Ǝƻŀƭ ǿŀǎ ǘƻ ǇǊƻǾƛŘŜ ŀƴ ŀƭǿŀȅǎ-on, highly accurate and low 
latency pedestrian collision warning system, without introducing significant hardware or processing 
ƻǾŜǊƘŜŀŘ ǘƻ ǘƘŜ ǎƳŀǊǘǇƘƻƴŜέΦ ¢ƘŜ ǇŀǇŜǊ ǎǘŀǘŜǎ ǘƘŀǘ ƎƻƻŘ ǇŜǊŦƻǊƳŀƴŎŜǎ Ŏŀƴ ōŜ ŀŎƘƛŜǾŜŘ ŀƭǘƘƻǳƎƘ 
some problems still need to be solved. Among the others, the accuracy of the position is given by the 
internal GNSS receiver of the smartphone, the congestion of the wireless medium and the 
certification of communications and application performances. Indeed, the certification procedure 
changes a lot depending on whether the application is considered as a supplemental alert or as a 
complete safety-critical warning system. 

A more recent prototype, created by Bosch, addresses motorcyclists is shown in this video [16]. 

An alternative approach is to exploit the cellular communication channel, owing to its complete 
availability on mobile devices. Waiting for the complete definition of LTE-V2X and 5G, several papers 
explored this idea showing good performances. In [17] this approach is theoretically described, also 
taking in account the road-safety system in terms of energy consumption (on the smartphone). In 
other papers, LTE communications is used, together with Wi-Fi, to exploit the advantages of both 
channels, i.e. the more extended communication range of LTE and the low-delays of Wi-Fi direct 
communication. 

A further example is a study on the use of a pure Wi-Fi solution [18] that demonstrates the 
possibility of effectively using such a channel for the safety purposes.  

Finally, a different vision is to use different radio systems, with a dedicated transmitting device 
carried out by the VRU. The same system can also be used to compute the distance and the position 
of the users without the need of a GNSS device and the related issues (e.g. accuracy in urban areas). 
One of the most important works in this sense is done by the Ko-TAG [15] project that uses an RFID-
like approach. 

1.1.6 French pilot site 

In the French pilot site, there is no direct communication between vehicles and pedestrians. Similar 
to the bicycles, pedestrians transmit their CAM- and DENM-like messages to the IoT platform via 
4G/LTE channels from their smart phones. These messages feed the risk assessments algorithm with 
the appropriate information in order to estimate potential dangerous situations. The result of the 
ŀƭƎƻǊƛǘƘƳ ǿƛƭƭ ōŜ ǘǊŀƴǎŦŜǊǊŜŘ ǘƻ ǘƘŜ ǇŜŘŜǎǘǊƛŀƴΩǎ ǎƳŀǊǘ ǇƘƻƴŜ Ǿƛŀ пG/LTE communications. 
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1.1.7 Dutch pilot site 

In the Brainport Urban Driving use case, a smartphone application is developed which connects to 
the OneM2M IoT platform. This smartphone app uses Global Positioning System (GPS) localisation to 
localise the VRUs on campus. This information is used to inform the vehicle of a possible VRU on the 
road where the vehicle is also driving. The vehicle has to adapt its speed accordingly. Also, the other 
way around, the vehicle is sending its location to the smartphone using OneM2M, in order to warn 
VRU of an automated driving vehicle approaching. Second to the smartphone, ITS-G5 beacons are 
also used to correlate the data transmitted from the smartphone with the location transmitted from 
the ITS-G5 beacons.  

Finally, a Wi-Fi sniffer is used to detect surrounding Wi-Fi enabled devices, which can be used to 
detect crowdedness by detection of pedestrians and cyclists on campus, using their smartphone or 
other devices as trackers. While Wi-Fi detection applies to smartphones in the vicinity based on Wi-
Fi sensing range (i.e. about 30 meters in outdoor scenarios), filtering mechanisms based on RSSI 
levels may be used to detect only pedestrians closer to the vehicle. Due to the relatively low position 
accuracy using this technology, the output (number of devices detected and location of detection, 
logged by GPS) will only be used to map a crowdedness mapping of the campus and not to 
individually position VRUs with smartphones. This information will then be used to inform other AD 
vehicle on how many VRUs are on a certain road, so they can adequately decide to take the less 
crowded routes. 

1.1.8 Italian pilot site 

In the Italian PS, V2P is not implemented. In the urban use case, VRUs are detected through a 
camera and a notification is sent to the cars using a DENM message.  

1.1.9 Spanish pilot site 

In the Spanish Pilot Site, there are no such hardware or software components that provide this kind 
of communication. 

1.1.10 Finnish pilot site  

In the Finnish pilot site, V2P is not implemented. In the urban driving use case VRUs are detected 
through cameras at the infrastructure. 

 

2.3 Vehicle to device (V2D) domain 

1.1.11 French pilot site 

The car sharing and car rebalancing use cases in Versailles rely on a mobile application that allows 
ǘƘŜ ǳǎŜǊ ǘƻ ǳƴƭƻŎƪ ŀƴŘ ǎǘŀǊǘ ƻƴŜΩǎ car. The system is provided by Kuantic and consists of an on-board 
unit that communicates with the mobile application via Bluetooth Low Energy (BLE). 

An embedded interface is also developed to display information about the car to the driver. It 
consists of an Android tablet that communicates with the car through a serial and an Ethernet link. 
The serial link is used to communicate with low-level network in the car and display failures, etc. The 
Ethernet one is used to communicate with the AD units and, for example, to guide the driver during 
the switch between manual and autonomous driving and autonomous and manual driving. 

During the car sharing use case, this interface displays its position on a map to the user. This position 
comes from the car GPS through the Ethernet link. It also displays an alert when the vehicle enters a 
zone where the autonomous driving is allowed and when the vehicle is approaching the end of this 
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zone. In the car rebalancing use case, this interface is used to display the state of each car in the 
convoy. 

1.1.12 Dutch pilot site 

In the Platooning use case, the drivers are notified in their vehicle by the platoon manager about the 
platoon status and related information. It uses an existing HMI interface (screen centred on 
dashboard), which has been slightly modified for this purpose. Additionally, the lead driver is 
informed in an intuitive way about speed and lane advice via a dedicated app that runs on a smart 
phone or tablet device. 

In the automated valet parking (AVP) use case, the vehicle communicates with a smartphone device 
using IoT platform over 5G/LTE communication network. The AVP App running on the smartphone 
receives information such as vehicle state (e.g. current vehicle position, current AVP action and 
ǇƘŀǎŜύ ŀƴŘ ƛǎ ŀōƭŜ ǘƻ ǎŜƴŘ ŎƻƳƳŀƴŘǎ ƭƛƪŜ άǇŀǊƪέ ƻǊ άŎƻƭƭŜŎǘέ ǘƻ ǘƘŜ ǾŜƘƛŎƭŜΦ ¢ƘŜ ŘŜǘŀƛƭŜŘ Řŀǘŀ ǘƻ ōŜ 
exchanged over IoT platform has been defined by the DMAG (data modelling group). 

1.1.13 Italian pilot site 

Starting from mature standardised technologies from the fields of IoT, automotive and cooperative 
ITS, a general purpose platform has been proposed capable of delivering non-safety critical services 
to a set of final users including AD cars (see Figure 3) [20]. 

 

Figure 3 ς Architecture of the V2D bridge connecting to a WSN 

The vehicular IoT bridge should enable bidirectional semantic-full communications between vehicles 
and application entities both in-vehicle and in road side infrastructure nodes. The bridge contains a 
processing unit able to manage all communication interfaces: an IEEE 802.15.4 wireless interface, an 
OBD/CAN interface, the IEEE 802.11p (ETSI ITS-G5) transceiver and the 3G/4G modem for cellular 
communication. At the network layer, the bridge should be able to address 6LoWPAN destinations 
(in order to talk with the on board WSN) and to address other C-ITS station using the GeoNetworking 
protocol. From outside, the bridge should be addressable as an IP node. 

The bridge should, at least, handle at the transport layer UDP (User Datagram Protocol) and BTP 
(Basic Transport Protocol) [13] and, at the application layer, CoAP communications. We also require 
for a bridge to abstract all the on-board generated data. This involves the abstraction of all the data 
that are shared on the OBD/CAN network. Therefore, it should be able to read the main messages in 
accordance with OBDII standards and to aggregate them with the information coming from wireless 
sensor network. 

In the Italian PS use cases, the IoT bridge is the OBU developed by ISMB that can manage several 
different devices (V2D): it will manage the connection to a tablet that will be used as HMI and as a 
sensor for vibration data. The OBU will also interface with an IMU via CAN and with a 6LoWPAN 
dedicated vibration sensor. 
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1.1.14 Spanish pilot site 

In the Spanish Pilot Site, there is not direct V2D communication implemented. Every possible device 
which information may be needed by the vehicle will be received through the IoT infrastructure, 
being this communication then dependant from the V2I domain. 

1.1.15 Finnish pilot site  

In the Finnish Pilot site, there is no directed V2D communication implemented. A vehicle HMI is 
integrated in the vehicle. The content shown depends on the use case. 

 

2.4 Vehicle to grid (V2G) domain 

Vehicle to grid domain is not addressed in the use cases developed in AUTOPILOT. 

 

2.5 Vehicle to infrastructure (V2I) domain 

1.1.16 French pilot site 

Within the platooning use case in the city centre of Versailles, the platoon has to pass through two 
complicated cross-roads. To do so, it is necessary to have vehicle-to-infrastructure communication.  

When the platoon is approaching, the complicated intersection, the RSU detects the lead vehicle and 
passes the message on to the traffic light controller for it to change its phase in order to give the 
priority to the platoon. The traffic lights interrupt their usual phase and switch specific traffic lights 
to green/red so that the platoon can cross safely. Once the RSU has communicated with the AKKA 
cloud through the OneM2M server, the OBU is informed on whether or not the platoon can continue 
following its route. Once the platoon has gone past the junction, it goes back into its classic 
functioning mode.  

 

Figure 4 - Traffic light assist architecture for platooning in Versailles (complicated crossroads) 
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1.1.17 Dutch pilot site 

Highway: 

All exchanges from/to vehicles go through the infrastructure as depicted below. There are four 
major components of the system: the Detection (of anomalies by leading ego vehicles), the 
Reporting (of anomalies to the Cloud), the Validation (or learning of hazards presence) and the 
Information (for the control of following vehicles). 

 

Figure 5 - System view of Highway Pilot in Brainport 

Only the reporting and information components rely on V2I communication: 

¶ For Reporting, the vehicle communicates with the Cloud with MQTT and HTTP over a 4G 
connection. 

¶ For Information, the vehicle communicates with the Map Provider with WebSocket and 
HTTP over a 4G connection. 

Platooning: 

Platooning use case uses V2I communication in three different ways: 

¶ Broadcasting ITS-G5 CAM messages that are intercepted by the TASS instrumented facility 
along the A270 to support vehicle detection 

¶ Exchanging platoon status information with the cloud-based Platoon Service that involves 
IoT (oneM2M) and cellular (commercial 4G) technology.  

¶ Publishing data to and retrieving data from an IoT-enabled (oneM2M) Local Dynamic Map 
service deployed at the roadside (A270). This concerns data that can be used to increase the 
environmental perception of participating vehicles (platoon vehicles and others). This 
functionality is still under development at the time of writing. The communication channel 
will be realized through the Hi-5 pre-5G network (TNO), which provides coverage over a part 
of the A270 (1 base station).  

¶ Traffic lights: Status information of four traffic light controllers controlled by third party 
Dynniq (RSU701, RSU804, RSU805 and RSU806; one on each successive junction on the 
N270/Europaweg, Helmond) are received by the TASS MQTT clients from the MQTT broker 
provided by Dynniq. The data in binary format is converted to JSON format with the ASN.1 
decoders of TNO and published to the respective containers on the OneM2M platform. The 
binary data is also published to the OneM2M MQTT broker. All services and vehicles 
subscribed to this service can pick up this data. The TLCs all operate in the traffic adaptive 
mode, which means the cycle changes when a vehicle (road sensor) or pedestrian (button 
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controlled) approaches the junction. 

Automated valet parking: 

¶ Parking spot occupancy detection and obstacle detection: The AVP use case features 
stationary roadside camera and the micro aerial vehicle (MAV) as infrastructure devices. The 
MAV and the camera detect free parking spots and obstacles and send this information to 
the vehicle via the AVP parking management service (PMS) app. The vehicle communicates 
with the infrastructure devices using the IoT platform over the cellular network connectivity 
(e.g. 5G/LTE). The MAV is managed by DLR and the roadside camera by TASS and Vicomtech. 

¶ Micro aerial vehicle: the MAV detects the free parking spots and obstacle, processes the 
data and publishes the parking spot and obstacle status information to the IBM Watson IoT 
platform. The Parking Management Service App from DLR as IoT application registered by 
the Watson IoT platform receives this data over MQTT and publishes it to the AVP vehicle.  

¶ Roadside stationary Camera: TASS is providing parking spot status and obstacle status 
update information. Vicomtech deep learning algorithms send out parking spot status and 
obstacle status (along the access road to the parking lot). These algorithms are running in 
the TASS servers and use Advanced Message Queuing Protocol to communicate with TASS 
Parking Spot Entity, which then publishes them to the containers in the OneM2M platform. 
TASS also formats the data to a Watson-specific format and publishes them. TNO/TASS 
vehicle subscribed to this information gets these updates from the OneM2M platform. The 
data in the Watson-specific format is subscribed by an interworking proxy, which then 
forwards it to the IBM Watson platform. DLR vehicle or the Parking Management Service 
App from DLR receives this data from Watson IoT platform over MQTT. For evaluation 
purposes, TASS Parking spot entity also forwards the data directly to IBM Watson platform. 
The data flow diagram is shown in Figure 6. As the AVP camera and network planned to be 
installed in the Automotive Campus 10 building and its parking lot got delayed, TASS has set 
up two temporary cameras overlooking the TASS parking lot and the access road to it. These 
are added to the TASS test-site facilities and are accessible like the road side camera as seen 
in Figure 6. AVP data models follow the SENSORIS and DATEX data model, which is currently 
being standardized (for AUTOPILOT community) in the data modelling group.  

 

Figure 6 - Interaction between AVP devices and IoT platforms 
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1.1.18 Italian pilot site 

Vehicle to Infrastructure communications are managed using two different channels. The first one is 
the classic DSRC that will be used to exchange Decentralized Environmental Notification Messages 
(DENM) with the RSUs and SPAT/MAP messages with the traffic lights. The second channel is LTE. 
This will be mainly used to send information to the OneM2M platform.  

In the Italian PS, DENM are used to notify alert sensed by IoT devices. More in details: 

Highway: 

¶ Puddle detection: in the PS, some dedicated 6LoWPAN sensors will detect a puddle. The 
sensors are connected to an RSU that sends the information directly to the surrounding cars 
using a DENM message. The same information will also be sent to the OneM2M platform 
(via fixed network) and then, thanks to Continental and CRF cloud, it is validated and sent to 
the relevant vehicles, using the LTE channel. The information is sent in the form of a 
different speed limit for the portion of highway affected by the puddles. In this way both 
short and long-range communication are covered; 

¶ Road works: the road works notification is sent in the same way described above using an 
RSU to notify the vehicles. The road works can be fixed or mobile. 

Urban: 

¶ Pedestrian red-light violation: in this use case, pedestrians are detected thanks to a smart 
camera. The information is combined with the status of the pedestrian lights and in case of 
violation, a message is sent using a DENM notification. The message is also sent to the 
OneM2M platform;  

¶ Fallen bicycle: ISMB will provide a bicycle equipped with an IoT in-vehicle platform. This 
device will be equipped with sensors that permit to detect when the bicycle has fallen. This 
information is automatically sent via DENM by the bicycle. If the message is received by an 
RSU, this will be sent to the OneM2M platform. 

Highway and urban: 

¶ Pothole detection: the in-ǾŜƘƛŎƭŜ ǇƭŀǘŦƻǊƳ ǿƛƭƭ ŀŎǘ ŀǎ ŀ άǾƛǊǘǳŀƭ ǎŜƴǎƻǊέ ŦƻǊ ǾƛōǊŀǘƛƻƴΦ ¢ƘŜ 
information can be taken by 1) a 6LoWPAN sensor, 2) a smartphone/tablet or 3) an Inertial 
Measurement Unit (IMU). The virtual sensor can work with only one source of information 
or combines different sources. When a pothole is detected, a message is sent to the 
OneM2M platform where it is available for all the other vehicles. 

V2I communications are used to report relevant information coming from IoT to the OneM2M 

platform. These data are then used to give useful feedback to the autonomous driving function. 

1.1.19 Spanish pilot site 

Vehicle to Infrastructure communications are supported both with cellular network connectivity and 
Wi-Fi. Through these channels, the bidirectional IoT communication will be performed, sending and 
receiving messages following the oneM2M standard.  

In the different use cases carried out in the Spanish PS, the communication is as follows: 

Urban: 

¶ Traffic Lights: in the pilot site, the different involved traffic lights will be connected to RSU. 
These RSU will be monitoring the status of the traffic lights and publishing it to the IoT cloud 
platform (IBM Watson). These statuses will be obtained by the in-vehicle IoT platform 
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through an Urban Server, which will be providing and filtering this information to any 
connected vehicle. 

¶ Vulnerable Road Users: in order to detect VRUs, a smart camera will be used, located in the 
surroundings of the road. This camera will detect any pedestrian located in a relevant area 
and send a VRU event message to the IoT cloud platform (IBM Watson). Afterwards, this 
information will be collected by the mentioned Urban Server, which will provide and filter it 
to any connected vehicle. 

¶ Hazards: in order to obtain the different hazard events that might occur, the control 
management system of the public authorities will be used. By using a module that obtains 
the different hazard events and translates them to IoT messages, publishing them to the 
Watson IoT platform, these hazards are available to any vehicle connected to the same 
Urban Server mentioned above. 

Automated Valet Parking: 

¶ Drop-off and pickup: in the parking provided by the Vigo City Council, a parking management 
system ƛǎ ŘŜǾŜƭƻǇŜŘΦ ¢Ƙƛǎ ǇŀǊƪƛƴƎ ƳŀƴŀƎŜƳŜƴǘ ǎȅǎǘŜƳ Ŏŀƴ ŦƻǊǿŀǊŘ ǘƘŜ ǳǎŜǊΩǎ ŎƻƳƳŀƴŘ ƻŦ 
pickup and drop-off to the vehicle. Also, this system can detect VRU that afterwards would 
be published to the IoT platform in the same way that it is done for the Urban VRU. The in-
vehicle platform can then receive these commands and VRU events adapting its behaviour. 

V2I communications are used to report relevant information coming from the IoT platform. This data 

is then used to give useful feedback to the autonomous driving functions. 

1.1.20 Finnish pilot site 

In the Finnish pilot site, Vehicle to Infrastructure communications are supported both with cellular 
4G/LTE communications and with ITS-G5.  

In the different use cases in the Finnish pilot site, the communication is as follows: 
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Urban Driving: 

¶ Traffic Lights: in the pilot site, real-time information on signal state and the next phase is 
available both through ITS-G5 as standard SPAT/MAP messages and through cellular 
ŎƻƳƳǳƴƛŎŀǘƛƻƴǎΣ ǘƘǊƻǳƎƘ ŎƻƴƴŜŎǘƛƻƴ ǘƻ ǘƘŜ ǘǊŀŦŦƛŎ ƭƛƎƘǘ ƻǇŜǊŀǘƻǊΩǎ όDynniq) server.  

¶ Vulnerable Road Users: in order to detect VRUs, a smart camera will be used, which is 
installed at the mobile road side unit of VTT. This camera will detect pedestrians and cyclists 
located in a relevant area and send a VRU event message to the IoT cloud platform. From 
there, the information will be made available to the vehicle.  

Automated Valet Parking: 

¶ ¢ǊŀŦŦƛŎ ŎŀƳŜǊŀǎΣ ƛƴǎǘŀƭƭŜŘ ŀǘ ±¢¢Ωǎ ƳƻōƛƭŜ ǊƻŀŘ side unit, monitor the parking and detect 
objects and pedestrians either at the parking spaces or on the potential vehicle paths, and 
send the information to the IoT platform.  
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3. Lƻ¢ ǎŜƴǎƻǊǎ ŀƴŘ ŀŎǘǳŀǘƻǊǎ ŦƻǊ ŀǳǘƻƴƻƳƻǳǎ ǾŜƘƛŎƭŜ ŀǇǇƭƛŎŀǘƛƻƴǎ  

Sensors and actuators are essential parts of the automated vehicle IoT ecosystem and are used to 
inform and warn the driver, or even actively interfere in the driving.  

Automated vehicle systems consist of inputs from a large variety of sensors, data signal condition 
and decision making by central or edge processing units and outputs to a large variety of actuators.   

The integration of these IoT devices into the IoT ecosystem includes software operating systems, 
interfaces, gateways and communication capabilities as illustrated in Figure 7.  

The target functionalities may be solved by the use of different or similar types of sensors and 
actuators. Increased functionality and in particular increased reliability can be achieved by 
technology redundancy through sensor fusion (multiple sensors and multiple functions). 

 

Figure 7 ς Automated vehicle ecosystem 

The functions covered by the sensors and actuators are active cruise control (ACC), lane departure 
warning system (LDWS), lane keep assist (LKA), park assist (PA), automatic emergency braking (AEB), 
driver monitoring (DM), automatic pilot (AP), weather monitoring, car sharing, car parking, 
environment monitoring, road state and crowd monitoring as illustrated in Figure 8.  

Chapter 3 describes the IoT devices, sensors and actuators used and/or developed by AUTOPILOT 
partners in the different use cases, which are integrated into the IoT ecosystem for the autonomous 
vehicle applications functions (the use cases and functions are described further in Chapter 4).  

In order to give a better overview of the sensor/actuators that support the autonomous driving, 
Chapter 3 includes devices that are integrated in the vehicle to provide autonomous driving 
functions but are not part of the use case demonstrated. 
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Figure 8 ς Sensors, actuators and functions 

 
Table 1 - Overview about the IoT sensors used in different pilot sites 

 Pilot sites (PS) 

IoT Sensors Tampere Versailles Livorno Brainport Vigo 

Ultrasonic     X 
Radar (Medium-range radar 
- MRR)     X 
Optical (Long-distance 
Camera)     X 

Optical (Smart camera) X    X 

Optical (Stereo camera)   X X  

Optical (Panoramic camera)    X  
Optical (Mono sensor 
camera)    X  

Lidar X  X X X 

Accelerometer   X X  

UWB Localisation X   X  

BLE Beacons  X  X  

NB-IoT sensors   X   
Crowd detector device with 
Wi-Fi and GPS sensors    X  

GNSS receiver    X  

LoRaWAN  X    
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3.1 Ultrasonic 

Ultrasonic sensor technology is typically used in parking-assisted solutions, and for obstacle and 
pedestrian detection. The ultrasonic technology is not used at the Italian, Dutch and Finnish pilot 
sites. 

1.1.21 Spanish pilot site 

In order to detect the parking space and help the parking manoeuvre in the Valet Parking Use Case, 
the information provided by the own ultrasound sensors of the C4 Picasso is used. The vehicles have 
6 ultrasound sensors integrated in the front bumper and six others in the rear. 

 

3.2 Radar 

Radar sensors use electromagnetic waves for object detection, and is almost unaffected by 
temperature, snow, rain, fog, dirt, darkness or changing light conditions [5][6]. It is also possible to 
mount radar sensors behind electromagnetic transparent material-like bumpers. Radar sensors can 
detect objects like pedestrians or other vehicles and track their movements, by measuring distances, 
angles and speed. As illustrated in Figure 9, the automotive radar sensors can be categorized 
according to observation range; long, medium and short-range radars, and are facilitating different 
applications [5]. 

 
Figure 9 ς Radar observation ranges [5]  

1.1.22 Long-range radar (LRR) 

Long-range radar (LRR) technology is typically used in adaptive cruise control and automated 
emergency braking solutions.  

1.1.23 Medium-range radar (MRR) 

Medium-range radar (MRR) technology is typically used for cross traffic detection, blind spot 
detection and lane change assistance. 

1.1.24 Spanish pilot site 

The 3 C4 Picassos prototypes integrate 4 radars in the corners of the Vehicle. They are 79GH sensors 
with a field of view of 150º and a range up to 100m.  

Radars will be used in Urban Driving Use case in order to detect objects around the car and fusion 
this information with that obtained by other sensors.  

1.1.25 Short-range radar (SRR) 

Short-range radar (SRR) technology is typically used for pedestrian and obstacles detection and in 
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parking assisted solutions. 

 

3.3 Optical 

1.1.26 Long distance camera 

1.1.27 Spanish pilot site 

The vehicles integrate a Mobileye 6 Open Protocol system with the camera in the Windshield. This 
sensor can detect pedestrians up to 40m and vehicles up to 150m. It is used to position the car in 
Urban Driving, both laterally (with the road lines) and longitudinally (matching objects with the 
map). They are also used to detect pedestrians and cars, information which is uploaded to the IoT 
open platform.   

1.1.28 Smart Camera 

1.1.29 Spanish pilot site 

In the Vigo Pilot Site, some elements of the infrastructure will be equipped with a Smart Camera or a 
Camera-Processing Module with the behaviour similar to a smart camera. The intention is to inform 
cars about the presence/absence of objects in pedestrian crossings (crosswalks). 

Since the camera will be static, fixed to some infrastructure, the algorithms used to detect 
objects/pedestrians can be designed for this situation. Background subtraction algorithms are widely 
used to detect changes in images obtained from static cameras. The algorithms attempt to fit some 
statistical model to the images without objects and to detect the parts of the image that don´t fit the 
model when an object is present.  

The most common approaches are using codewords and Gaussian mixtures to statistically describe 
the model. In Gaussian mixtures model, a group of pdf (probability density function) will be used to 
describe each pixel individually, so changes as small as a pixel can be detected. Changes in the 
images are processed to classify the pixels in background or foreground. Foreground pixels are post-
processed to discard noise or very small objects. Foreground pixels are then upgraded to objects and 
objects are classified as moving or static. The intention is to detect every object present in the road, 
not only pedestrians. After an object is detected, we also perform a cascade detector using the HOG 
algorithm [27] to classify objects in pedestrian/no pedestrian categories. The system detects 
pedestrians up to a distance of 20 meters from the camera. 

The smart camera used in Vigo Pilot Site in order to inform about pedestrians crossing via 
cooperative communication has the following specifications and features: 

Table 2 ς Smart camera characteristics 

Smart Camera Characteristics 

Manufacturer IDS Imaging Development Systems GmbH 

Model UI-1221-LE 

Interface USB 2.0 

Sensor CMOS  

Sensor Size (px) 752x480 

Optical class мκоέ 
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Pixel size 6 um 

Frame rate max  87 fps 

Working frame rate  30 fps 

Lens focal distance 3.6 mm 

Detection distance  3-16 m 

 

 
Figure 10 ς Smart camera (UI-1221-LE, IDS GmbH) 

1.1.30 Finnish pilot site 

The city of Tampere is installing traffic cameras at major intersections. The camera to be used at the 
Finnish pilot site is the same camera type, HIKVISION DS-2DF8223I-AEL.  

 
Figure 11 - HIKVISION DS-2DF8223I-AEL camera used in the Finnish pilot site 

The camera is installed on the mobile Road side unit from VTT, allowing it to be used for both use 
cases. The camera is used in a fixed position, and areas of interest are defined within the view. For 
the detection, the Jetson development board is used (see also Figure 13 and Table 4). The detection 
algorithm is based on the YOLO real-time object detection system. 

1.1.31 Stereo camera 

1.1.32 Italian pilot site 

Camera is one of the main sensors ǳǎŜŘ ƛƴ ǘƻŘŀȅΩǎ ŀǳǘƻƴƻƳƻǳǎ ŘǊƛǾƛƴƎ ŀǇǇƭƛŎŀǘƛƻƴǎΦ ¢ƘŜ ƳŀǊƪŜǘ 
already sells several mature products both directly integrated by the OEMs and aftermarket. These 
products permit to detect different obstacles, like pedestrians, other cars, etc., and to estimate their 
distance and relative speeds. Cameras are also used for other tasks like lane detection, visual 
odometry, road sign reading applications, etc. 

Stereo vision is the reconstruction of a 3D image starting from two different pictures taken by two 
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different cameras separated by a horizontal distance. A stereo-camera consists indeed in two (or 
more) cameras that are typically separated by the distance of human eyes (e.g. the average intra-
ocular distance is about 6 cm). Indeed, the concept at the basis of stereo vision is the same of human 
vision. The two images must be compared to obtain information about the relative depth of the 
images. It is indeed possible to determine the relative distance of the detected objects in the image 
thanks to two different prospective of the same scene. Main issue of stereo vision system is to 
identify the objects in each image. 

Stereo-camera can provide accurate distance measurements in the near range, while they have to 
exploit additional information from the context and the environment to provide distance 
measurements for far objects. Stereo vision is often used for obstacles detection, because it can give 
a three-dimensional representation of the scene. The type of processing needed to build the 3D 
image is very costly from a computational point of view but gives better results than mono vision 
systems. However, the 3D reconstruction is not as precise as the one provided by active perception 
sensors, such as radars or LiDARs, and resulting 3D images can be affected by some noise.  

Stereo vision is widely used in several field of application like autonomous system, robotics, 
manufacturing, entertainment, etc. 

Notably, in the autonomous system arena, the main actors are using stereo-camera to sense the 
world around the vehicle to have a 3D representation of the surrounding environment and to 
recognize specific target objects. For example, Google, Tesla, BMW and Mercedes-Benz are using 
this technology for several tasks like pedestrian detection, road surface-analysis, lane detection, etc. 

In the last years, there was a lot of research about the analysis of stereo-images. Today standard 
algorithms are available also in popular open-source libraries like OpenCV. The main fields of 
research are nowadays focused on improving the quality of recognition. Deep learning (a branch of 
machine learning) is one of the most explored techniques to improve the quality of detection done 
by a camera. It involves the training of a computer program with a large number of images. The 
objective is to teach the program how to do the task by itself. Deep learning mimics the way of 
working of the human brain to solve complex problems. This implies that the program must take in 
input a large number of images, i.e. very different situations to cope with more or less every possible 
thing that can happen on the street. 

Crowdsourcing, that is a data collection done by a user of a certain service, is typically used to collect 
this wide number of different situations (as images) used to train the deep learning programs.  

The evolution of stereo-vision is 360° cameras that give a complete view of the surrounding 
producing a 2D or 3D image. For 3D realistic image, these techniques should use from 4 to 6 
cameras, further increasing the computational complexity of the involved algorithms. 

The importance of pedestrian detection for road safety has led to the development and availability 
of commercial pedestrian detection systems. While these systems are able to detect the presence of 
pedestrian(s) on the road and some even provide the number of pedestrians that they can detect, 
the cost of such systems is normally very high.  

As mentioned earlier there are different methods which can be deployed to detect pedestrians and 
finally, also measure their respective distances. Each method has its own associated parameters that 
can help to select the right pedestrian detection methodology for the Italian Pilot sites.  

Considering the various different options, the availability of their hardware and software 
components and other parameters such as the cost, accuracy and the development in this field, a 
pedestrian detection system based on a stereo vision camera emerges to be a successful candidate. 
In particular, for the Italian Pilot Sites, the stereo vision camera system ZED from Stereolabs has a 
relatively low cost, as compared to other alternative solutions, and is able to provide 3D depth 
perception and motion tracking features specifically related to pedestrian detection. Table 3 lists the 
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specifications of the stereo camera. 

 
Figure 12 ς ZED camera from Stereolabs 

Table 3 ς ZED Stereo Camera Specifications 

ZED Stereo Camera Specifications 

Depth perception range 0.5 to 20 meters 

Focus range 6-DoF positional tracking 

Video Modes WVGA ς 2.2K 

Frame Rate 15-100 (depends on video mode) 

Depth Resolution Equivalent to video resolution (video mode) 

Motion 6-axis pose accuracy with SLAM and Real-time depth-based 
visual odometry 

Lens Field of View: 110° (D) max. 

Lens aperture F 2.0 

Sensor size мκоέ ōŀŎƪǎƛŘŜ ƛƭƭǳƳƛƴŀǘƛƻƴ 

Sensor Resolution  4M pixels per sensor with 
large 2-micron pixels 

Camera controls Adjust Resolution, Frame-rate, Exposure, Brightness, Contrast, 
Saturation, Gamma and White Balance 

Connectivity USB 3.0 port 

Power Power via USB 5V / 380mA 

Operating Temperature 0°C to +45°C 

Dimensions мтр Ȅ ол Ȅ оо ƳƳ όсΦуф Ȅ мΦму Ȅ мΦоΩΩύ 

Weight 159 g (0.35 lb) 

Os compatibility Linux , Windows 

Development Environment An SDK is provided with integrated support of openCV 

 

The stereo camera provides all the necessary features to implement pedestrian detection, however 
in order to use these features, and particularly, the depth perception feature of the camera, a GPU 
with high processing power is required. In general, real-time processing of videos for such 
applications, does however, require high computational capabilities.  

To implement the pedestrian detection framework for the Italian pilot sites, the embedded 
development board Jetson Tx2 by Nvidia would be used. The Nvidia Jetson TX2 is a development 
board that provides a high grade Nvidia GPU with 256 CUDA cores. Table 4 lists the specifications of 



 
 

36 

the Jetson TX2 board.  

 
Figure 13 ς Nvidia Jetson TX2 Development Board 

Table 4 ς Nvidia Jetson TX2 Development Board Specifications 

Nvidia Jetson TX2 Specifications 

GPU Nvidia Pascal, 256 CUDA cores 

CPU HMP Dual Denver 2/2 MB L2 + 
Quad ARM® A57/2 MB L2 

Video 4K x 2K 60 Hz Encode (HEVC) 
4K x 2K 60 Hz Decode (12-Bit Support) 

Memory 8 GB 128 bit LPDDR4 
59.7 GB/s 

Data Storage 32 GB eMMC, SDIO, SATA 

USB USB 3.0 + USB 2.0 

Connectivity 1 Gigabit Ethernet, IEEE 802.11ac WLAN, Bluetooth 

Interfaces Full-Size SD, USB 2.0 Micro AB, SATA Data and Power, HDMI, GPIOs, I2C, I2S, SPI, 
M.2 Key E, TTL UART with Flow Control, PCI-E x4, Display Expansion Header, 

Camera Expansion Header 

 

1.1.33 Dutch pilot site 

In the Dutch pilot site, the stereo camera is used by the micro aerial vehicle (MAV) and by the 
prototype vehicle. For the valet parking use case, the panoramic camera and mono sensor road site 
infrastructure camera are used for parking spot occupancy detection and obstacle detection. 
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Stereo camera used by the MAV: 

 
Figure 14 ς MAV camera setup. Blue illustrates the field of view of the stereo cameras 

The MAV used in the AUTOPILOT project is using two stereo camera systems, which consist of 4 
wide-angle cameras. The camera setup provides an approximated 240° vertical field of view and an 
80° horizontal field of view as illustrated in Figure 14. Therefore, the MAV can perceive objects that 
are under it and above it to the same time. The MAV can create a full-spherical 3D map whenever it 
has rotated around its z-axis. The arrangement of the cameras and the separate control of them 
make the system well suited for outdoor scenes with high dynamic range situations. The cameras 
are used for navigation and mission purposes.  

Stereo camera used by the prototype vehicle: 

For the Brainport, the vehicle of TU/e uses a custom-built stereo camera built on basis of two 
Sekonix cameras with an ONSEMI CMOS Image Sensor AR023. This stereo camera is used to estimate 
ǘƘŜ ŘŜǇǘƘ όŘƛǎǇŀǊƛǘȅ ŜǎǘƛƳŀǘƛƻƴύ ŀƴŘ ǘƻƎŜǘƘŜǊ ǿƛǘƘ ±L/ha¢9/IΩǎ ±w¦ ŘŜǘŜŎǘƛƻƴ ŀƭƎƻǊƛǘƘƳ, it is 
ŎŀǇŀōƭŜ ƻŦ ŘŜǘŜŎǘƛƴƎΣ ŎƭŀǎǎƛŦȅƛƴƎ ŀƴŘ ƭƻŎŀǘƛƴƎ ±w¦Ωǎ ƛƴ ŦǊƻƴǘ ƻŦ ǘƘŜ ǾŜƘƛŎƭŜΦ 

Stereo vision makes it possible to estimate 3D scene geometry given only two images from the same 

scene. In this case, we consider a conventional stereo rig in which two cameras are separated by a 

horizontal baseline. Based on epipolar geometry, a new image representing depth estimations can 

ōŜ ŎŀƭŎǳƭŀǘŜŘ ŦǊƻƳ ǘƘŜ ǘǿƻ ƛƳŀƎŜǎ ƻŦ ǘƘŜ ŎŀƳŜǊŀǎΦ ¢Ƙƛǎ ƛǎ ǳǎǳŀƭƭȅ ŎŀƭƭŜŘ άŘƛǎǇŀǊƛǘȅ ƳŀǇέ ŀƴŘ ƛǘ 

measures the horizontal difference in pixels between small image patches that belong to the same 

object in both (left and right) images of the stereo pair. The corresponding patches are projections of 

the same 3D point/area in the right and left images. A stereo calibration procedure is required to 

calculate a set of intrinsic camera parameters and extrinsic ones related to the relative position of 

the cameras as a pair. 

Using the disparity map and calibrated parameters, an estimate of the 3D location of objects in the 

scene can be obtained. In this procedure, there are two main sources of errors: pointing errors due 

to calibration inaccuracies and matching errors in the algorithm that finds corresponding patches on 

both images.  

The uncertainty error grows quadratically with respect to the depth. Thus, the farther the object, the 

higher uncertainty in its 3D location with respect to the cameras position is. Besides, partial 

occlusions (parts visible in one camera and not seen on the other) and the chosen algorithm for 

stereo matching, impact the resulting disparity map that can be very sparse with areas of unknown 

disparity. 

The VRU module (developed by Vicomtech with TU/e) will integrate disparity data in the following 
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way: given a 2D detection of a person (bounding box in image) in front of the vehicle that has the 

stereo camera set installed, the (x,y) coordinates of the centre of this box can be transformed into a 

3D location (X,Y,Z) relative to the camera set position in the car.  

To filter possible errors of the disparity map at location (x,y), the neighbouring pixels belonging to 

the detected person can be used to aggregate the disparity values towards obtaining a 

representative mean or median as depth estimation. 

With regard to the automated detection of people in images captured by cameras on-board vehicles, 

Deep Learning approaches have outperformed the classical detection and classification methods in 

the area of Computer Vision. Several detectors are being tested and the highest performance has 

been obtained with the mentioned Deep Learning models. Deep Learning is a fast-paced area of 

research in exponential growth mainly due to its broad success and applicability for different 

machine learning tasks.  

There exist several neural networks architectures, modifications and trained models in the state-of-

the-art. Two state-of-the-art frameworks are under tests: Caffee and Tensorflow. To date (plugfest2, 

mid-May 18), Vicomtech has developed the detector for VRUs in images and this module has been 

successfully integrated in TU/e vehicle.  

In particular, a multi-class object detection model based on Tensorflow has been tested on images 

ǇǊƻǾƛŘŜŘ ōȅ ¢¦κŜΦ ¢ƘŜ ŜǎǘƛƳŀǘŜŘ ΨƘƛǘ ǊŀǘƛƻΩ όҐŎƻǊǊŜŎǘ ŘŜǘŜŎǘƛƻƴǎύ ŦƻǊ ±ǳƭƴŜǊŀōƭŜ wƻŀŘ ¦ǎŜǊǎ ƛǎ ŀōƻǾŜ 

85% and it can take less than 60ms per frame when employing a computer with a powerful GPU. The 

implementation of disparity calculation and the estimation of the distance to detected pedestrians 

are ongoing. The expected distance range from the vehicle will be estimated using the calibration of 

the cameras and evaluation tests. 

Panoramic and mono sensor road site stationary camera: 

To support the automated valet parking (AVP) use case, road side stationary cameras are installed in 

the area where the autonomous vehicles are driving and parking. The cameras are located at the 

drop up or pickup position of AVP located at different positions: the entrance of the automotive 

campus building in Brainport, the lanes/access roads to the parking spot and the parking spot 

The following cameras are used in the AVP use case: 

¶ 4 x AXIS Q3709-PVE Network Camera 

¶ 3 x AXIS Mono P3227-LVE Camera 

¶ 1 x AXIS P3375-VE Camera 

The video streams from these cameras are processed by algorithm running in the back-office 

servers. The algorithm detects parking spot occupancy and also obstacle along the access road to the 

parking spot (see Figure 15) 
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Figure 15 - AVP road unit camera and parking lot detection visualization 

3.4 Lidar 

The light detection and range (Lidar) technology is typically used for 3D mapping of the 
surroundings. Among the three primary technology types, the Mechanical mechanism Lidar is the 
oldest and most traditional technology, the MEMS Lidar is in the beginning development stage as a 
low-cost solution for low-level automotive safety, while the solid-state hybrid Lidar has been tested 
for autonomous safety over the years and the costs are decreasing [7]. The solid-state Lidar 
technology simplifies the previous complex mechanical systems, and enables faster data capture in 
3D, capturing pictures instantaneously at real-time speeds.  

1.1.34 Spanish pilot site 

The Spanish prototypes have two different types of Lidars. One 2D, integrated in the front bumper, 
which is used to detect other vehicles and perform vehicle following; and another 3D, integrated in 
the roof, which is used to detect objects and pedestrians around the vehicle in Urban Driving, and to 
position the vehicle and detect spots in Valet Parking. The 2D Lidar is a Scala 1 from Valeo with a 
field of view of 145º and a range up to 200m. The 3D one is a VLP-16 Lidar from Velodyne with a 
field of view of 360º horizontal and 30º vertical, and a range up to 100m. 

1.1.35 Dutch pilot site 

The Dutch pilot site hosts automotive LiDAR. The connected and automated prototype vehicles used 
by the AVP for example are equipped with LiDAR. The DLR prototype vehicle is equipped with four 
IBEO Lux laser scanners. They have a field of view of 85° and range of 200 m each. Three of them are 
equipped on the front / sides of the vehicle and one is equipped on the rear (see Figure 16). 

 
Figure 16 ς DLR prototype, position of laser scanners 
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TNO vehicle has six LiDARs resulting in a 360-degree view around the vehicle (see Figure 17). The 
Lidars are mounted at the front and rear bumpers of the vehicle; one in the centre and two in each 
corner looking sideways. The input of the Lidar is a point cloud, containing the distance for each 
laser-scan to the nearest object in sight.  

 
Figure 17 - Position of LiDAR on the TNO vehicle 

1.1.36 Italian pilot site 

The Livorno Pilot Site hosts two different kinds of LiDAR: an automotive LiDAR and a roadside LiDAR. 
One of the two connected and automated car prototypes have been equipped with a LiDAR installed 
at the front bumper of the Jeep Renegade. It is an automotive time-of-flight-based 2D Near-Infrared 
laser scanner, characterized by a horizontal field of view of about 145°, a detection range of 80 m 
and a distance resolution smaller than 100 mm. Its main features are listed in Table 5. 

This sensor will contribute to perform the obstacle detection task, taking into account the approach 
already presented in [24] as starting point. It provides as output the list of detected objects with the 
corresponding parameters (in terms of relative position w.r.t. the Lidar, width, length, orientation, 
and relative speed). This list is then suitably analysed in order to identify the obstacles that are of 
interest for the current driving task (e.g. frontal obstacle for Adaptive Cruise Control or Frontal 
Collision Warning, lateral obstacles for lane change). 

Table 5 ς Lidar installed in the Jeep Renegade 

Main features 

Wavelength of sender IR-LD 905 ± 10 nm 

Horizontal FOV ~ 145° 

Vertical FOV 3.2° (average) 

Horizontal resolution җ0.25° 

Distance resolution Җмлл ƳƳ 

Range for objects 80 m 

Scan rate 25 Hz 

 
The roadside LiDAR prototype is provided by the Industrial Technology Research Institute (ITRI), 
which joined the project as associated partner. L¢wLΩǎ [ƛ5!w ƛǎ ǊƻŀŘ ǎƛŘŜ ŜǉǳƛǇƳŜƴǘ ǿƛǘƘ ŀ ŦƛŜƭŘ ƻŦ 
view of 360°, which, combined with traffic light and IoT/ITS G5 RSU, enforces the protection of VRUs 
at intersections (see Figure 18). In fact, the LiDAR will detect real-time information of vehicle and 
pedestrian (e.g. position. velocity) around the intersection. Then the information is consumed by the 
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RSU in order to: 
1. Calculate time to collision 

ï Combining both vehicle and pedestrian information to determine whether there 
may be a collision. If the time to collision is below the threshold, it will be 
determined as an imminent accident. 

2. Send safety warning message 
ï Sending messages to OBU in order to avoid accident 
ï Publishing alert message on the oneM2M platform to be consumed by cloud 

applications 

 
Figure 18 ς ITRI prototype, VRU Protection with LIDAR 

1.1.37 Finnish pilot site  

The Finnish prototype vehicle is equipped with 2 SICK HD LIDARs at the front bumper of the vehicle, 
and an ibeo LUX LIDAR at the rear of the vehicle. The vehicle is used to detect objects in the vehicle 
path. The LIDAR data is made available to the other functions in the vehicle. 

  

3.5 Accelerometer 

The accelerometer is basically a linear motion sensor, i.e. a device that measures total specific 
external force of the sensor: it is sensitive to both linear acceleration and the local gravitational field. 
The basic principle of operation of an accelerometer is the second law of motion. The data from the 
accelerometer is conventionally reported in units of g (1g= 9.81 m/s2). In the initial condition and 
calibration, the accelerometer reports a value of 1g along the z-axis and 0 along the x and y axes 
when lying at rest face upon a flat table. The gravity vector thus reported is used as a reference for 
all other linear motion sensing. 

With the increasing popularity of smartphones among people, researchers are showing interest in 
building smart IoT solutions using smartphones because of the embedded sensors, like GPS, 
accelerometer, gyroscope or magnetometer. 

Autonomous vehicles must not only understand vehicle dynamics in terms of position, orientation, 
direction and velocity of the vehicle, but also whether changes in the relationship between these 
factors is leading to an unsafe situation either for occupants of the vehicle, bystanders or other road 
users. The safest ride is the most stable ride. 
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1.1.38 Dutch pilot site  

The prototype vehicles (e.g. TNO, Valeo and DLR vehicle) used in the Dutch pilot site are equipped 
with accelerometer. An initial measurement unit (IMU) is used to measure the ego-motion of the 
vehicle. The IMU measures translational accelerations in the three orthogonal directions (forward, 
lateral and vertical) and it also measures the angular velocities around the three orthonormal axis 
(roll-, pitch- and yaw-rate). The physical measurement principle is based on the Micro-Electro-
Mechanical Systems (MEMS). 

1.1.39 Italian pilot site 

¢ƘŜ Lǘŀƭƛŀƴ tƛƭƻǘ {ƛǘŜ όL{a.ύ Ƙŀǎ ŘŜŎƛŘŜŘ ǘƻ ƛƳǇƭŜƳŜƴǘ ǘƘŜ ǎǘǳŘȅ ƻŦ ŀ ά±ƛǊǘǳŀƭ {ŜƴǎƻǊέ ŦƻǊ ǇƻǘƘƻƭŜ 
detection, using the same approach with three different sensors. 

The data of the raw signal accelerations on the 3 axes will be collected and analysed using a Nokia 6 
smartphone (https://www.nokia.com/en_my/phones/nokia-6), an inertial 6LoWPAN sensor 
provided by CNIT and the accelerometer sensor of an inertial measurement unit (IMU) from CRF. 
The virtual sensor can use one or more acceleration sensors combining the upcoming data in a smart 
way. The accelerometer measures changes in velocity of the sensor in three dimensions: the linear 
sensing provides the sensor information about its motion and thus taps, or shakes can be detected. 
{ƛƳƛƭŀǊƭȅΣ ƻǊƛŜƴǘŀǘƛƻƴ Ŏŀƴ ōŜ ŘŜǘŜǊƳƛƴŜŘ ōȅ ǘƘŜ ǎŜƴǎƻǊΩǎ ǎŜƴǎƛǘƛǾƛǘȅ ǘƻ ǘƘŜ ƭƻŎŀƭ ƎǊŀǾƛǘŀǘƛƻƴŀƭ ŦƛŜƭŘΦ 

A continuous stream of data related to the linear acceleration of the vehicle on three principal axes, 
together with the three sets of rotation parameters (pitch, roll and heading), will provide additional 
measurements related to distance travelled by the autonomous vehicle. This will provide data 
related to the velocity and the extent of acceleration towards obstructions (see Figure 19 and Figure 
20). The data patterns captured by the accelerometer can be used to detect physical activities of the 
user such as running, walking, and bicycling. 

 

 

 
Figure 19 ς Gravity vector and 

heading, pitch and roll about axes 
 Figure 20 ς Downward jerk sensed by accelerometer which 

occurred due to potholes over the road. 

 

1.1.40 Smartphone Accelerometer 

The accelerometer records all vehicle vibrations including vibrations from the engine and the gear 
box and all swings made by passengers. It is possible to calculate the acceleration of the vehicle in 
two directions: (1) in the direction of motion of the vehicle to identify the braking; (2) in the 
direction perpendicular to the direction of motion of the vehicle to identify bumps and potholes. 
Axes of the phone may not be aligned along the axes of the vehicle. Phone can be in any arbitrary 
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orientation inside the vehicle. To use the accelerometer reading for detecting various events, it is 
possible to virtually reorient the axes of the smartphone to align along the axes of the vehicle. 
Readings from the reoriented axes can be used to detect events. Leveraging an accelerometer as a 
vibration sensor, the characterization of potholes and roads can be done using the readings of the 
accelerometer. 

There are many things that should be taken into consideration to get the accurate reading when 
reporting the descriptions of this device to the concrete case, when the accelerometer is deployed 
on the vehicle. When the accelerometer is deployed in a real vehicle, its reading might be biased 
because the shock absorption system of the vehicle reduces the effect of the potholes. Till now, 
smartphones in road condition monitoring is limited to recording of accelerations and processing 
them to discern potholes and monitoring overall condition of road surfaces. Therefore, the data 
must be pre-processed before it can be used. This can be done for example by using a passband 
filter. It removes low and high frequencies from the measured data. This makes the data much 
cleaner and easier to process. Data can also be divided into small segments and normalized to some 
specific scale to make the feature extraction and classification easier. 

Using the mobile device based on mobile sensing techniques to detect potholes, is suitable and 
convenient: all the motion sensors return multi-dimensional arrays of sensor values for each 
SensorEvent. The linear acceleration sensor provides with a three-dimensional vector representing 
acceleration along each device axis, excluding gravity [linear acceleration = acceleration - 
acceleration due to gravity]. The linear acceleration sensor always has an offset, which has to be 
removed. The simplest way to do this is to build a calibration step into the application, in order to 
ƛǘŜǊŀǘŜ ǘƘŜ ŀƭƛƎƴƳŜƴǘ ƻŦ ǘƘŜ ǎƳŀǊǘǇƘƻƴŜ ŀŎŎŜƭŜǊƻƳŜǘŜǊΩǎ ŎƻƻǊŘƛƴŀǘŜ ǎȅǎǘŜƳ ŀƴŘ ǘƘŜ ǾŜƘƛŎƭŜΩǎ 
coordinate system. 

Accelerometers use the standard sensor coordinate system. In practice, this means that the 
following conditions apply when a device is lying flat on a table in its natural orientation (see Figure 
21): 

¶ If the device is pushed on the left side (so it moves to the right), the x acceleration value is 
positive. 

¶ If the device is pushed on the bottom (so it moves away from you), the y acceleration value 
is positive. 

¶ If the device is pushed toward the sky with an acceleration of A m/s2, the z acceleration 
value is equal to A + 9.81, which corresponds to the acceleration of the device (+A m/s2) 
minus the force of gravity (-9.81 m/s2). 

¶ The stationary device will have an acceleration value of +9.81, which corresponds to the 
acceleration of the device (0 m/s2 minus the force of gravity, which is -9.81 m/s2). 

 

 
Figure 21 ς Coordinate system (relative to a device) that's used by the Sensor API. 
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1.1.41  6LoWPAN Inertial Sensor 

The second sensor used by PS Italy is an inertial unit that supplies raw accelerometer data. This 
device is supplied by a partner of CNIT (model SensOne). SensOne is a cost-effective wireless device 
for use in industrial monitoring and ad-hoc sensor network applications. SensOne leverages industry 
standard IEEE802.15.4 RF protocol for robust and power aware communication interfaces and 
USB2.0 connectivity. It embeds light, humidity, accelerometer sensors and a low-noise accurate 
Analog to Digital converter for flexible deployments. The SensOne has been designed for battery-
powered Internet of Things applications and natively supports state-of-the-art Internet addressing 
protocols (e.g. 6LoWPAN), to interoperate seamlessly with other devices. 

Table 6 ς SensOne inertial sensor characteristics 

Inertial Sensor Characteristics 

 Characteristics Comment 

Module   

Processor TI CC2538 ARM Cortex-M3 

Frequency 32 MHz  

SRAM 32 KB 16KB Low power 

Program Flash 512 KB  

Debug JTAG  

Battery charger 1-cell Up to 500mA 

RF transceiver   

Frequency Band 2394-2507 MHz ISM band 

Data Rate 250 kbps  

LOS Range <100 m  

Sensors   

Accelerometer 3-axis 12bit resolution 

Humidity 0 ς 100% RH ±3% RH 

Temperature -40°C +125°C ±0.4°C 

MCU Temperature 0°C +80°C ±0.5°C 

Battery level 0 - Full Charge ±1% 

Expansions   

Analog input 4 24 bit ADC 

I/Os 1  

USB2.0 6 Up to 12Mbit/s 

Other interfaces I2C / UART / SPI 1 / 2 / 2 

Electromechanical   

Power supply 3.3 ς 5 V DC/DC converter 
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Consumption 40mA  

Battery 3500mAh  

Size 48x48 mm  

 
The triple-axis MEMS accelerometer in MPU-60X0 assembled in the SensOne, includes a wide range 
of features: 

¶ Digital-output triple-axis accelerometer with a programmable full-scale range of ±2g, ±4g, 
±8g and ±16g 

¶ Integrated 16-bit ADCs enable simultaneous sampling of accelerometers while requiring no 
external multiplexer 

¶ !ŎŎŜƭŜǊƻƳŜǘŜǊ ƴƻǊƳŀƭ ƻǇŜǊŀǘƛƴƎ ŎǳǊǊŜƴǘΥ рлл˃! 

¶ [ƻǿ ǇƻǿŜǊ ŀŎŎŜƭŜǊƻƳŜǘŜǊ ƳƻŘŜ ŎǳǊǊŜƴǘΥ мл˃! ŀǘ мΦнрIȊΣ нл˃! ŀǘ рIȊΣ сл˃! ŀǘ нлIȊΣ ммл˃! 
at 40Hz 

¶ Orientation detection and signalling 

¶ Tap detection 

¶ User-programmable interrupts 

¶ High-G interrupt 

¶ User self-test 

1.1.42  Inertial Measurement Unit accelerometer sensor 

The third type of sensor that can be used to acquire raw accelerometric data is the inertial 
measurement unit (IMU), which is an electronic device that measures and reports a body's specific 
force, angular rate and sometimes the magnetic field surrounding the body, using a combination of 
accelerometers and gyroscopes, sometimes also magnetometers.  
/wC Ƙŀǎ ǇǊƻǾƛŘŜŘ ǾŜƘƛŎƭŜǎ ŜǉǳƛǇǇŜŘ ǿƛǘƘ άtCAN-Dt{έΣ ŀ ǇǊƻƎǊŀƳƳŀōƭŜ ǎŜƴǎƻǊ ƳƻŘǳƭŜ ŦƻǊ Ǉƻǎƛǘƛƻƴ 
and orientation determination. It has a satellite receiver, a magnetic field sensor, an accelerometer 
and a gyroscope. The sampled data can be transmitted on a CAN bus and logged on the internal 
memory card.  
 
The BMC050 is a fully-compensated electronic compass including a triaxial geomagnetic sensor and a 
triaxial acceleration sensor (6 degrees of freedom) that deliver excellent performance in very small 
size. The BMC050 allows for determining precise tilt-compensated geomagnetic heading information 
and for providing accurate acceleration sensor data. 
 

Table 7 - Integrated electronic compass 

Integrated electronic compass BCMC050 (PCAN-GPS) 

Stand-alone operation supported 

Resolution 10 bits 

Programmable f-range ±2g / ±4g / ±8g / ±16g" 

Zero-g offset ±80 mg 

Sensitivity tolerance ±4 % 

Accelerometer interrupts 

- Data-ready (e. g. for processor synchronization) 
- Any-motion (slope) detection (e. g. for wake-up) 

- Tap sensing (e. g. for tap-sensitive UI control) 
- Orientation change recognition (e. g. for portrait/ 
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- landscape & face-up/face-down switching) 
- Flat detection (e. g. for position sensitive switching) 

- Low-g / high-g detection (e. g. for shock and free-fall detection) 

  

3.6 UWB localization 

1.1.43 Dutch pilot site 

Ultra-Wideband (UWB) modules have become popular for localization purposes in recent years. The 
modules operate on a frequency range between 3244MHz and 6999MHz. The modules calculate the 
distance to each other based on time of flight. Using several of these modules makes it possible to 
track the position of another module. This is also possible, if one module is static and the other one 
is moved over time. By collecting this data, one can estimate the relative position between the two 
modules. UWB is quite robust to multipath and no-line-of-sight effects, which makes them 
interesting to use in structured and unstructured outdoor environment. Since building up an 
infrastructure with UWB is rather straightforward, they are well suited for pose and map 
initialization. In AUTOPILOT, several static UWB-modules will be mounted on the side of the parking 
lot. AUWB-module that is mounted on the front side of the micro aerial vehicle (MAV) is measuring 
the time of flight (ToF) to the static UWB-modules and using multilateration to calculate its own 
position. The obtained measurement is then fused with other sensors on the MAV. 

1.1.44 Finnish pilot site 

The Finnish pilot site uses UWB technology under development by HERE for improving location 
accuracy of the automated vehicle. A network of UWB beacons is installed along the edges of the 
parking area. Two UWB receivers are installed at the vehicle roof, assuring accurate vehicle heading. 
The vehicle calculates its position based on the signals received from the fixed UWB beacons. This 
position is made available through the in-vehicle network to the other vehicle applications. 
 

3.7 Crowd detector device with Wi-Fi and GPS sensors 

1.1.45 Dutch pilot site 

The task of the wireless sniffer is to receive Wi-Fi probes or Bluetooth messages from the 
surrounding environment. For AUTOPILOT, the surrounding environment refers to the vicinity of the 
autonomous vehicle since the wireless sniffers will be placed on the autonomous vehicles.  
The wireless sniffer device is developed using Raspberry Pi (e.g. Raspberry Pi 3) devices with internal 
software to collect Wi-Fi probes and GPS locations with GPS sensors.  
The figure simply showcases the usage of wireless sniffer for the purpose of VRU detection. The 
purpose of this device is to receive signals from mobile devices of pedestrians or cyclists. 
Smartphones or tablet computers can be examples of such mobile devices. The Wi-Fi mode should 
be enabled for the mobile devices.  
Another example could be pedestrians or cyclists carrying Bluetooth Low Energy (BLE) beacons 
which broadcast Bluetooth messages. An alternative for Bluetooth broadcasting is that some 
smartphone applications provide beacon feature, such that the smartphone can act as a beacon 
broadcasting Bluetooth messages.   
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Figure 22 ς Wireless sniffer receiving wireless signals from VRU. 

The data received by the wireless sniffer can be stored initially in the buffer storage of the Raspberry 
Pi. Then, the data is forwarded to the IoT platform and Crowd Estimation and Mobility Analytics 
(CEMA) server-side service through 3G, 4G, or other available communication technologies. The data 
can be sent as chunks of data or the transfer can happen for every detected wireless package.  
 
 

 
Figure 23 ς An overview of the NEC crowd detector device. 

For the Urban driving / Car rebalancing use case, the wireless sniffer device is used for the purpose 
of VRU-crowd detection. For instance, if based on the crowdedness levels of a university campus, 
the car can decide to take or not to take a certain route. The number of people is estimated based 
on the unique MAC addresses that are received by the wireless device for a certain period of time 
(e.g. 5 seconds). Figure 23shows the setup for Wi-Fi sniffer in the lab environment, which is named 
as the NEC crowd detector device. The device has a power cable (or a power bank if necessary) and a 
Raspberry Pi that runs the code for receiving the Wi-Fi probes. These include MAC addresses as well 
as Received signal strength indication (RSSI) levels. Moreover, the device has a GPS sensor to detect 
the location of the vehicle during the measurement of the crowd detector device. The received 
probe is anonymized (with hashing and salting mechanisms) on the Raspberry Pi device. The 
anonymized Wi-Fi and GPS data is then sent to the serve through the 3G dongle. In the setup in 
Figure 23, a computer receives the data and it has the server-side component of CEMA running.  
  

https://en.wikipedia.org/wiki/Received_signal_strength_indication
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3.8 BLE Beacons  

1.1.46 French pilot site 

BLE beacons are used on the French pilot for the vehicle to provide audio/video content when going 
past a point of interest. There will be 14 points of interest in total in front of which there will be up 
to 30 Bluetooth Low Energy beacons to identify them. The characteristics of the beacons are [26]:  

¶ Size: 84x84x24mm  

¶ Radio protocol: BLE  

¶ Emission zone: up to 100m  

 
Figure 24 - BLE beacon used for the Point of Interest notifications 

The BLE Beacons will be installed as close as possible to the road, on street furniture (candelabra, 
poles, etc.), at 2 to 3 meters off the ground. 
 

1.1.47 Dutch pilot site 

Bluetooth Low Energy (BLE) beacons can be used for various purposes including parking location 
detection, accurate and autonomous parking as well as pedestrian or cyclist detection using the 
Bluetooth sniffers.  
Beacon technology is based on broadcasting BLE profiles of the devices, which can be (in most cases) 
configured either manually or dynamically. Beacons enable broadcasting information at a certain 
frequency and with a certain signal strength, which could also be configured as the context of the 
information itself. The broadcasted messages can be received by other Bluetooth device. One can 
use the BLE beacons to realize the physical web or internet of things such as objects that are 
normally not connected. For example, a small beacon device can be attached to an everyday object, 
which normally does not have any communication capability, and then the object will start sending 
information. Smart displays can be equipped with beacons and they can be configured, and certain 
URLs can be broadcasted to show additional information about the content that wants to be shown. 
These scenarios are considered for tourism-related use cases.  

 
Figure 25 ς Beacon devices: nRF51822 and Raspberry Pi Zero W. 

Beacons can come with a battery that has a certain lifetime. In this case, the lifetime of the beacon 
functionality depends on the size of the battery. On the other hand, some beacons can harvest 
energy using small solar panels. In the case of existence of electricity and plugs to connect, the 
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beacons can be directly plugged. For autonomous vehicles or for the road infrastructure, this could 
be the case. Therefore, two example devices are considered for realization of the BLE beacon 
technology: nRF51822 and Raspberry Pi Zero W. The computing power of these devices would also 
enable configuring the information broadcasted from the beacon as well as other properties of the 
beacon dynamically. The above figure shows these two devices. They are very small in size and they 
can easily be attached to different objects. Raspberry Pi Zero W connects directly to the IoT 
Platform. The information provided by the beacon can be directly managed by FIWARE. It can also 
act as a BLE sniffer. Thus, it can provide the platform with information about nearby beacons. 
nRF51822 is smaller and its battery lasts longer. It needs a second device (e.g. Raspberry Pi) that 
connects to it through Bluetooth and that acts as a relay to/from the IoT platform. 
NEC developed an iPhone application that is also calibrated to understand the distance of the 
beacon accurately. The beacon devices are also registered to the FIWARE-based IoT platform so that 
they can be discovered through entity lookups.   
 

3.9 NB-IoT sensors 

1.1.48 Italian pilot site 

Narrow Band IoT (NB-IoT, also known as LTE Cat NB1), is a new radio technology that enables Low 
Power Wide Area Network (LPWAN) devices to be connected using LTE cellular network, as shown in 
Figure 26. 

 
Figure 26 ς NB-IoT scenario 

The NB-IoT standard was introduced at Release 13 of the 3GPP specification in June 2016.  
NB-IoT devices must accomplish the following constraints: 

¶ Low power consumption: the expected battery life is 10 years 

¶ Low throughput: maximum values are 144 kbps in Downlink and 200 kbps in Uplink 

¶ Low cost 

¶ Relaxed latency: up to 10 seconds 

¶ Scalability: each base station should be able to handle 50.000 NB-IoT devices 
Figure 27 shows the three types of frequency spectrums supported by NB-IoT: 

¶ Stand-alone: channels derived from GSM reframing are used; 

¶ Guard-Band: guard bands of LTE spectrum are used; 

¶ In-band: Physical Resource Blocks (PRBs) inside the LTE spectrum are used. 
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Figure 27 ς NB-IoT channels 

As reported in Figure 27, the NB-IoT standard does not support the handover procedure. Thus, Low-
Power-WAN based on this technology could not be designed for in-vehicle applications.           
Indeed, in the context of the Italian pilot site, it is planned to employ NB-IoT smart objects to collect 
data from water level sensor installed at roadside and forward it to the OneM2M platform, provided 
that the base stations are updated to support this technology. The sensing element of the NB-IoT 
puddle detector is shown in Figure 28. 

 
Figure 28 ς Water level sensor model connected to the NB-IoT puddle detector 

Its main technical features are listed in Table 8. 
 

Table 8 ς Water detector main features 

Parameter Value 

Working voltage 3.3/5V 

Output voltage range 0 ÷ 2.3V  

Current < 20mA 

Size 65mm × 20mm × 8mm  

Detection area 40mm × 16mm 

Weight 3g 

 
The output voltage is an analogue value proportional to the measured level of water. Figure 29 
shows how this value is processed when it is captured by the smart object. 

 
Figure 29 ς Processing of the measured level of water 

The output voltage produced by the sensor is converted to a digital signal by means of a 24-bit 
Analog to Digital Converter. Then, the digital value is sent to the smart object microprocessor via an 
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SPI bus. 

According to the received digital value, a sensor driver installed in the microprocessor (programmed 
during a previous configuration phase) detects if the water level on the roadway surface is higher 
than a deterministic threshold or not. In the positive case, the driver associates to the digital value 
the Alarm Level 1, otherwise the Alarm Level 0. When a state transition occurs (from Alarm Level 0 
to Alarm Level 1 or vice versa), the microprocessor sends to the NB-IoT transceiver (via AT 
commands) a message containing the alarm level type.    

A simple firmware developed by CNIT handles the communication between the microprocessor and 
the NB-IoT transceiver: it converts the water level measurements of the sensor in two alarm levels 
(Alarm Level 0 or Alarm Level 1), according to a deterministic threshold. Then a payload containing 
the alarm level, the position and the time is formed and sent to the oneM2M platform using the AT 
commands of the modem and UDP or CoAP protocols. 

The different components of the NB-IoT puddle detector developed by CNIT are shown in Figure 30. 

 
Figure 30 ς NB-IoT smart object developed by CNIT. 1) Quectel BC95-B20 transceiver; 2) Evaluation board; 3) 

Management board; 4) Battery; 5) Power input; 6) On/Off button; 7) Sensor input; 8) Antenna 

The management board operation is based on the low power MCU ARM® Cortex®-M3. The NB-IoT 
module is constituted by a Quectel BC95-B20 transceiver placed on an evaluation board. The BC95-
B20 key features are listed in Table 9. 
 
Table 9 ς Quectel BC95-B20 key features 

Feature Implementation 

Power Supply 3.1 V ~ 4.2 V 

Transmitting Power 23 dBm ± 2 dB 

Temperature Range -35 °C + 75 °C 

Size 19.9 ± 0.15 × 23.6 ± 0.15 × 2.2 ± 0.2 mm      

Weight ~ 1.6 g 

UART Interfaces 

Main port: used for AT command communication 
and data transmission. It only supports 9600bps 
baud rate 
Debug port: used for debugging. It only supports 
921600bps baud rate  
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Operating Frequencies 
Receive: 791~821 MHz 

Transmit: 832~862 MHz 

Receive Sensitivity (RSRP) -135 dBm 

 

3.10 LoRaWAN 

1.1.49 French pilot site 

The parking spots of the car sharing stations in Versailles will be equipped with parking detectors so 
that the intelligent fleet management system gets the information on how many vehicles are 
available on each car sharing station. These detectors are installed in the ground and work through 
LoRaWAN technology. Other characteristics are:  

¶ Directive antenna yagi 2.4 GHz 

¶ 868 MHz antenna 

¶ Magnetic detection  

¶ LoRaWAN, RFID and Bluetooth connectivity  

  
Figure 31 - Parking detector (ONESITU) used on car sharing stations 
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4. ¦ǎŜ ŎŀǎŜǎ ŀƴŘ ŦǳƴŎǘƛƻƴǎ ŦƻǊ Lƻ¢ ŘŜǾƛŎŜǎ ŀƴŘ ǘƘŜ Ǉƛƭƻǘ ǎƛǘŜǎ 

Chapter 4 describe the functions of IoT devices and the use cases in which they are implemented in 
the different pilot sites. This includes connectivity with IoT devices, connectivity between vehicles, 
infrastructure and other sensors to enhance autonomous driving capabilities and technology that 
allows vehicles to monitor the state and availability of different services. As for the in-vehicle 
functions, three main groups of sensor systems such as camera-, radar- and lidar-based systems, 
together with ultrasonic sensors are used for autonomous driving.  

Chapter 4 presents how other type of sensors/actuators and IoT devices in the different use cases 
are used to enhance the autonomous driving capabilities. 

As the name suggests, autonomous driving allows cars to operate with varying levels of user 
intervention. 

An overview of the pilot sites and their respective use cases are given in Table 10. Each use case 
includes a number of IoT sensor and actuator devices. These use cases and their functions are 
described below according to pilot sites. 

Table 10 ς Pilot sites and use cases 

Use cases 
Versailles 

(FR) 
Livorno 

(IT) 
Brainport 

(NL) 
Vigo 
(ES) 

Tampere 
(FI) 

Automated valet parking   X X X 
Highway pilot  X X   
Platooning X  X   
Urban driving X X X X X 

Car sharing X  X   
 
In addition, the expected increase in the AD-level capabilities for each pilot site and their use cases 
are indicated and explained according to the SAE standard J3016. The automation levels are given in 
Table 11 [25]. 

Table 11 - SAE automation levels [25] 

0 1 2 3 4 5 

No 
Automation 

Driver 
assistance 

Partial 
Automation 

Conditional 
Automation 

High 
Automation 

Full 
Automation 

Human driver 
monitors the driving environment 

Automated driving system 
monitors the driving environment 

Zero 
autonomy, the 

driver 
performs all 
driving tasks. 

Vehicle is 
controlled by 

the driver, 
but some 

driving assist 
features may 
be included in 

the vehicle 
design. 

Vehicle has 
combined 
automated 

functions, like 
acceleration 
and steering, 
but the driver 
must remain 
engaged with 

the driving 
task and 

Driver is a 
necessity but 

is not required 
to monitor the 
environment. 

The driver 
must be ready 
to take control 
of the vehicle 
at all times 
with notice. 

The vehicle is 
capable of 

performing all 
driving 

functions 
under certain 
conditions. 
The driver 

may have the 
option to 

control the 

The vehicle is 
capable of 
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monitor the 
environment 
at all times. 

vehicle. vehicle. 

 

4.1 French pilot site 

 
Figure 32 - Versailles pilot site architecture overview 

The French pilot site is situated in the city centre of Versailles. The goal is to provide a mobility 
ǎŜǊǾƛŎŜ ŘŜŘƛŎŀǘŜŘ ǘƻ ǾƛǎƛǘƻǊǎ ƻŦ ǘƘŜ Ŏƛǘȅ ŀƴŘ ǘƘŜ ŎŀǎǘƭŜΩǎ ƎŀǊŘŜƴǎΦ ¢ƘǊŜŜ ŎŀǊ ǎƘŀǊƛƴƎ ǎǘŀǘƛƻƴǎ ǿƛƭƭ ōŜ 
deployed (one in front of the town hall and two at ƻǇǇƻǎƛǘŜ ŜƴǘǊŀƴŎŜǎ ƻŦ ǘƘŜ ŎŀǎǘƭŜΩǎ ƎŀǊŘŜƴǎύΦ ! 
fleet of five connected and autonomous vehicles (Renault Twizy) will be developed for the 
AUTOPILOT use cases. The users will be able to download a smartphone application in order to 
reserve one of the vehicles and go on an urban trip to discover Versailles and its historic 
monuments, churches, walk paths and more. Three main use cases are being developed: 

¶ Car sharing for touristic applications with three stations equipped with electric charging 
points; 

¶ Urban dǊƛǾƛƴƎΥ ŎƻƴƴŜŎǘŜŘ ŀƴŘ ŀǳǘƻƳŀǘŜŘ ŘǊƛǾƛƴƎ ƛƴ ǘƘŜ Ŏƛǘȅ ŎŜƴǘǊŜ ŀƴŘ ǘƘŜ ŎŀǎǘƭŜΩǎ ƎŀǊŘŜƴǎ 
with point of interest notifications (audio/video) and VRU detection (collaborative 
perception); 

¶ Platooning for automatic fleet rebalancing between the three stations. 

1.1.50 Car sharing use case functions (Versailles) 

The car sharing use case is about offering a car sharing service for tourists visiting Versailles and the 
/ŀǎǘƭŜΩǎ ƎŀǊŘŜƴǎΦ Lǘ ŀƭǎƻ ǎǳǇǇƻǊǘǎ ǘƘŜ ǘǿƻ ƻǘƘŜǊ ǳǎŜ ŎŀǎŜǎ όǳǊōŀƴ ŘǊƛǾƛƴƎΣ ǇƭŀǘƻƻƴƛƴƎύ ŘŜǇƭƻȅŜŘ ƻƴ 
the French pilot site.  
Within this use case, the added value of IoT to the quality of service offered to the users is going to 
be analysed. Indeed, the use of IoT is expected to assist responding to the demand of having a 
sufficient number of vehicles in different stations. Through parking sensors and charging stations, 
the IoT devices are enabling a real-time parking management thanks to the common IoT platform. 
The devices are pushing automatically their status allowing a faster fleet management. Regarding 
vehicles, considered as made of several IoT devices, they are pushing on the common IoT platform 
their own status (level of battery, localization) and allow to the car sharing cloud service to deliver a 
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better booking Application.  
The objective is on one hand to increase the quality of service for the users and on the other hand, 
to reduce the exploitation costs. Actually, all partners pushing their IoT devices data allow to all 
potential smart cities use cases to be more efficient. Also, the car sharing service and the data 
produced are used as input for the platooning use case, through car rebalancing service. 
The Car sharing use case aims at providing a service of vehicle proposal and availability to users, 
directly linked to IoT integration. However, this service does not allow to evaluate directly 
performance of AD.    

1.1.51 Platooning use case functions (Versailles) 

The Platooning Use Case is part of the car rebalancing business case. It is closely linked to the fleet 
management system that indicates which vehicles have to be transferred from one station to 
another.  
The added value of the Internet of Things in the platooning use case is illustrated in the following 
aspects: 

¶ Mission planning:  
o Choose the leading vehicle and its start/end stations according to data collected via 

IoT objects (e.g. the position of the operator, the charging level of the vehicle, etc.). 
o Choose the follower vehicles, the start/end station and their order in the platoon 

according to data collected via IoT sensors in each car and in the parking spots. 

¶ Traffic Light Assist: 
o Suggest a reference speed to the operator in order to minimize the waiting time (red 

light) at each intersection that counts with a traffic light along the entire itinerary. 
 

1.1.52 Urban driving use case functions (Versailles) 

The scope of the Urban Driving Use Case is to show connected and automated driving in an urban 
environment in legacy traffic. All roads, except of one, are located in the urban environment of the 
Ŏƛǘȅ ƻŦ ±ŜǊǎŀƛƭƭŜǎΦ ¢ƘŜ ƻǘƘŜǊ ƻƴŜ ƛǎ ƭƻŎŀǘŜŘ ƛƴ ǘƘŜ ŎŀǎǘƭŜΩǎ gardens and is only shared with vulnerable 
road users (pedestrians, cyclists). Connected driving is possible on all roads of this itinerary; 
ŀǳǘƻƴƻƳƻǳǎ ŘǊƛǾƛƴƎ ƻƴƭȅ ƛƴ ǘƘŜ ŎŀǎǘƭŜΩǎ ƎŀǊŘŜƴ ǿƘŜǊŜ ŎƻƭƭŀōƻǊŀǘƛǾŜ ǇŜǊŎŜǇǘƛƻƴ ǿƛƭƭ ōŜ ǘŜǎǘŜŘΦ  
 
The users having rented a vehicle at one of the car sharing stations are going to receive audio point 
of interest (PoI) notifications when driving through the city centre in manual mode, and audio plus 
video PoIs notifications when in AD mode.  
 
Some of the vulnerable road users (VRU) will be equipped with smart devices such as smart watches, 
ǎƳŀǊǘ ƎƭŀǎǎŜǎ ŀƴŘκƻǊ ǎƳŀǊǘǇƘƻƴŜǎΦ ¢ƘŜǎŜ ŘŜǾƛŎŜǎ ŀǊŜ ŎƻƴǎƛŘŜǊŜŘ ŀǎ ΨLƻ¢ ƻōƧŜŎǘǎΩ ŎƻƳƳǳƴƛŎŀǘƛƴƎ Ǿƛŀ 
the IoT platform. Some VRUs will also ride a bicycle equipped with an on-board unit for direct 
communication with the AD vehicle. The latter will receive CAMs and DENMs from the bicycles, and 
the communication system will provide the information to the autonomous driving system that is 
developed by VEDECOM. 
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4.2 Dutch pilot site 

The Brainport pilot site concerns the region of Helmond-Eindhoven in the Netherlands. The region 
includes three campuses (Eindhoven University, Automotive campus, and High-Tech campus) and 
Eindhoven airport. The main road between the cities of Eindhoven and Helmond is the A270 
motorway, which is part of the DITCM (Dutch integrated test site cooperative mobility) test site. The 
DITCM test site is a purpose-built facility for the development, testing and validation of Intelligent 
Transport Systems (ITS) and cooperative driving technologies. It consists of both a motorway (A270 
and N270) and urban environments. The test site is 8 km long, with 6 km of motorway. The Brainport 
pilot architecture (simplified) is depicted below. 
 

 
Figure 33 - The Brainport pilot architecture (simplified) 

 

1.1.53 Automated valet parking use case functions (Brainport) 

In the AUTOPILOT-project, the AVP use case will take place at the Helmond Automotive Campus. The 
use case story starts with the vehicle being manually driven to the drop-off point in front of the TNO 
building. After arriving there, the user activates the AVP function (e.g. by in-vehicle interface or 
smartphone app) and exits the vehicle. Services on the IoT platform determine an obstacle-free 
route to an available parking position based on information from IoT devices. The vehicle 
autonomously drives to the dedicated parking position. IoT devices involved in the use case are: 

¶ Permanently installed cameras on the parking area that can detect free parking spots and 
obstacles; 

¶ A micro aerial vehicle (MAV) that can provide information about free parking spots and 
obstacles, in particular for areas the cameras do not cover; 

¶ IoT-enabled vehicles with own sensors.  
The primary goal of the IoT usage is therefore to gain an improved environment model that can 
possibly increase efficiency and safety of the use case. 
 
Figure 34 depicts an overview about the IoT architecture of the AVP use case as deployed in 
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Brainport. Two IoT platforms from Watson IBM and oneM2M are used by the AVP and the 
interoperability between the two platforms is realized through the interworking bidirectional 
connector that has been implemented for this purpose.  
 

 
Figure 34 - Automated valet parking use case IoT architecture 

 

1.1.54 Highway pilot use case functions (Brainport) 

For the Detection component of the System, three sensors in the car are relied upon: a Lidar, a front 
camera and an IMU. An extra camera supports the use case for lane detection but is not directly 
involved in hazards detection. The Lidar data is processed by a specific algorithm developed by 
Vicomtech, focusing on speed bumps detection.  

The front camera data is processed by a specific algorithm developed by Vicomtech, focusing on 
potholes. The IMU data is processed by a specific algorithm developed by Valeo, capable of 
detecting anomalies without specific classification. For the Information component of the System, 
one actuator is relied upon: the ACC control unit. Moreover, turning lights are controlled to support 
lane changes scenario. 

The way all these are interconnected is illustrated in the following picture of the in-vehicle SW and 
IoT architecture. 

It is worth noting that the raw data from sensors is indeed passed directly to the runtime 
environment where the real-time detection algorithms run. However, everything else is coordinated 
through an in-vehicle IoT platform (here a MQTT Broker) that ensures the coordination between the 
results from all other software modules. 
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Figure 35 - Software and IoT architecture in Valeo prototypes 

In addition to IoT devices within vehicles, the use case also takes advantage of a roadside camera 
that monitors the road for anomalies too (e.g. static objects like fallen cargo). The detection from 
this camera is passed though TASS onto the OneM2M IoT Platform directly. 

1.1.55 Platooning use case functions (Brainport) 

The main scope is to show how increased flexibility in platoon navigation and manoeuvring 
capabilities can be realized, and how it can benefit from the use of IoT technology. For instance, 
platoon forming is done under control of a Platoon service that provides route and speed advice, 
and recalculates estimated time of arrival and pick-up/drop off point on the basis of the actual 
positions and speeds of the vehicles. Additional achievement is to guide the platoon after successful 
formation. Guidance involves speed and lane advice to the lead vehicle, based on the traffic 
situation on the A270. For example, the Platoon service receives regulatory information from the 
road operator (max speed and lane access/ or closure) and also takes data from the IoT platform 
(oneM2M) concerning vehicle traffic conditions and traffic light status data. In order to minimize the 
probability of platoon break-up, the Platoon service provides a specific speed advice. After a break-
up, it will support reformation. The use case also involves the use of the hard shoulder but at the 
time of writing this deliverable, this is considered quite challenging so an existing special purpose 
lane (e.g. bus lane) may be used instead. The platooning use case uses various communication 
channels (V2V and V2I). V2V concerns operational ACC while the bidirectional V2I channels are 
mainly used for tactical data exchange. Relevant IoT data are the road operator originated info, the 
actual Traffic State data (through A270 camera array), platoon state data and traffic Light data. Road 
Operator Logging takes place on the vehicle (vehicle state and control) and on the IoT platform. 
 
The execution view of the systems and processes involved during the platoon formation stage gives 
some insight into the system architecture implemented for Platooning. The intended procedures in 
Figure 36 are:  
 

1. Traveller steps into the car and starts the Car sharing app; 
2. Traveller defines whether he/she wants to be leading or following in platoon; 
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3. Traveller defines the destination; 
4. Car sharing app already knows about existing platoons and can match; 
5. Car sharing app gives route to Watson IoT, which sends it too oneM2M; 
6. Traveller presses the vehicle GUI to put the vehicle in platooning joining/leading mode; 
7. Platoon service receives message from the vehicle that it wants to platoon; 
8. Platoon service app receives message from the car sharing app that match has been made; 
9. Platoon service app gives route(s) to the planner => fill platoon formation message with info 

from planner and send to vehicles; 
10. Vehicle receives platoon formation message containing platoon ID and planner information. 

 
Figure 36 - Platooning use case execution view of Platoon formation 

The Platoon service of TNO listens to the cloud-based Traffic Manager application provided by TASS, 
which delivers regulatory road information.   
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Figure 37 - GUI of the Traffic Manager application (TASS) 

The traffic operator (person) can update the Traffic Management Info such as speed limits, 
emergency lane status, etc., using the GUI and publishes this information to a respective container in 
OneM2M. The operator can also publish road map information (usually static) wherever there is any 
change to the otherwise static map (defined by TASS and TNO jointly). The platooning vehicles 
subscribed to these containers in OneM2M get these updates and adapts their driving accordingly.  
Below a screen shot is depicted of the GUI of the Traffic Manager application. 

1.1.56 Urban driving / Car rebalancing use case functions (Brainport) 

The main scope is to show how automated driving with vulnerable road users (VRUs) detection can 
be realized for Urban driving / Car rebalancing.  

For Brainport, 3 different modalities for detecting VRUs are implemented: Crowd Estimation and 
Mobility Analytics using Wi-Fi-based measurements; smartphones enabled with IoT connectivity 
(OneM2M platform integration) and ITS-G5 (CAM messages)-enabled Technolution FlowRadar 
devices (which can be carried by pedestrians or mounted on bicycles). 

Crowd Estimation and Mobility Analytics (CEMA) system is used in the use case for the purpose of 
ŜƴƘŀƴŎƛƴƎ ǘƘŜ ±w¦ ŘŜǘŜŎǘƛƻƴ ŀƴŘ ǘŀƪƛƴƎ ŀŎǘƛƻƴǎ ōŀǎŜŘ ƻƴ ǘƘŜ άŎǊƻǿŘŜŘƴŜǎǎέ ƻŦ ǘƘŜ ŜƴǾƛǊƻƴment 
surrounding the autonomous vehicle. While Wi-Fi-based measurements are not very accurate due to 
noises and differences of environments such as different obstacles and wireless interferences, the 
CEMA outputs can be given as a feedback to improve the world model. For instance, if crowdedness 
is estimated by the CEMA system, the autonomous vehicle can consider it while taking a decision for 
a certain route. Moreover, multiple cars can share crowdedness information with each other to have 
a more global view of crowdedness. The CEMA crowd detector device is based on usage of the 
wireless sensors and GPS sensors and their deployment to the autonomous vehicle. Wireless sniffer 
devices are responsible to collected Wi-Fi probes from their vicinities and forward this information 
to the server-side of the CEMA system. 

For the use case also, a pre-defined number of the vulnerable road users (VRU) will be equipped 
ǿƛǘƘ Lƻ¢ ŜƴŀōƭŜŘ ǎƳŀǊǘǇƘƻƴŜǎΦ ¢ƘŜǎŜ ǎƳŀǊǘǇƘƻƴŜǎ ŀǊŜ ŎƻƴǎƛŘŜǊŜŘ ŀǎ ΨLƻ¢ ƻōƧŜŎǘǎΩ ŎƻƳƳǳƴƛŎŀǘƛng 
via the IoT platform (OneM2M and/or HUAWEI OceanConnect platform).  

Mainly for verification, validation & benchmarking, some VRUs will be equipped with a portable ITS-
G5 enabled unit (FlowRadar provided by Technolution) for direct communication with the AD 
vehicle. The latter will receive CAM messages from the bicycles & vice versa and the communication 
system will provide the information to the autonomous driving system of the AD vehicle. 

Considering SAE levels of AD, the vehicle will be self-driving. However, since this is a research vehicle 
it still requires a trained engineer to monitor the system in case of safety related issues. IoT adds in 
this case extra redundancy, but it is to be tested in the Pilot Tests in how far this can be redundant to 
the existing sensor set in the vehicle. In best case, the aim is to increase from AD level 3 to a 
maximum of level 4. 

1.1.57 Car sharing use case functions (Brainport) 

A car sharing service is intended as a service to enable different customers to make use of a fleet of 
cars (either self-driving or not) which is shared amongst them. Car sharing can be interpreted as a 
service that finds the closest available car and assigns it to a single customer or drive the closest 
available car to the requesting customer. Car sharing can also be intended as ride sharing, when 
multiple customers that possibly have different origins and destinations share a part of the ride on a 
common car (either self-driving or by driving it themselves). Finally, car sharing services can also be 
thought of as services that allow customers to specify pick-up and drop-off time-windows to 
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increase flexibility and planning.  

Figure 38 shows the target architecture for the car sharing use case. The focus here is on the 
interaction between the various car sharing actors and components and the Open IoT platform 
common services as a whole, represented as one box. 

 
Figure 38 ς Car Sharing Use Case Architecture 

Users should book cars and manage (modify, cancel, etc.) their bookings using the central car sharing 
service through a mobile or desktop application, referred to as the client app. 

The proposed architecture requires that shared vehicles should be equipped with the necessary 
hardware and software to: (1) communicate their probe data (GPS location, speed, etc.) to the open 
IoT platform common services and the car sharing service, and (2) compute optimum routes and 
their costs (distance, energy consumption, etc.) given an assigned destination. These may be fully 
implemented inside the vehicle itself or may be delegated to external web services. 

IoT-enabled devices and vehicles of the IoT ecosystem should publish relevant events (traffic, 
accidents, weather, parking spot availability, etc.) on the open IoT platform. In order for the car 
sharing service and shared cars to be notified about events that may affect their planned trips, they 
should subscribe to the open IoT platform for relevant events. The open IoT platform should be 
responsible for collecting data from the various IoT devices, storing them and communicating the 
relevant pieces of data (events) to subscribers.  

 

4.3 Italian pilot site 

The Italian pilot site is a testing infrastructure encompassing the Florence-Livorno freeway together 
with road access to the Livorno sea port settlement. The testbed consists of three zones: The 
Livorno-Florence freeway, The Traffic control centre (TCC) located in Empoli, and the port landside 
just in front of the cruise terminal. The vehicles which will be used in the test site are FCA Jeep 
Renegade with different functions and roles: two vehicles by CRF with automated driving functions 
and five service vans by CRF and AVR with advanced V2X communication capabilities. Both Highway 
pilot and urban driving use cases are performed. The Pilot Site architecture is shown in Figure 39. 
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Figure 39 ς Livorno pilot site architecture 

It can be observed by looking at Figure 39 that adding IoT devices to the AD context extends the 
attack surface related to cybersecurity threats. AUTOPILOT is not going to develop novel security 
devices but will focus on developing and integrating devices and protocols that employ established 
and well known IoT and embedded systems solutions to security problems. Deliverable D1.9 (Initial 
specification of Security and Privacy for IoT-enhanced AD) provides a security risk analysis that is 
intended to drive the development of the AUTOPILOT features while providing the expected security 
and privacy that are crucial for AD. Because of the limited effort scheduled by the AUTOPILOT 
project on the implementation of security features, it is possible that not all of the D1.9 security 
requirements will be met at project completion. The starting point, as of the date of the internal 
diffusion of this document, sees most of the IoT devices and their connections still not secured and 
the compliance with many security requirements is still under evaluation. For example, the ITS-G5 
messages sent by the vehicles and the infrastructure elements are not already using the security 
functionalities described by the ETSI standards. Using the D1.9 risk analysis, the next stages of the 
project will focus on mitigating the most dangerous threats while taking into account the effort 
needed to remedy the situation in a balanced cost-benefit way. 

1.1.58 Highway pilot use case functions (Livorno-Florence) 

¢ƘŜ ǎŎƻǇŜ ƻŦ ǘƘŜǎŜ ǘŜǎǘǎ ƛƴǾƻƭǾŜǎ ŎŀǊǎ ǿƛǘƘ Lƻ¢ ŜƴƘŀƴŎŜŘ !5 ŦǳƴŎǘƛƻƴǎΣ ŘǊƛǾƛƴƎ ƛƴ ŀ άǎƳŀǊǘέ ƘƛƎƘǿŀȅΦ 
The cars are Jeep Renegades with on board equipment, (the so-called IoT open vehicular platform) 
enabling IoT triggered AD functions, namely: speed adaptation, lane change, lane keeping. Some 
cars also have special sensors, such as the IoT-based pothole detector. 

¢ƘŜ άǎƳŀǊǘέ ƘƛƎƘǿŀȅ ƛǎ ŀ ŦǊŜŜǿŀȅ ǿƘŜǊŜ ŀ ǇŜǊǾŀǎƛǾŜ Lƻ¢ L/¢ ǎȅǎǘŜƳ ƛǎ ŘŜǇƭƻȅŜŘ ōŀǎŜŘ ƻƴ ŀ network 
of roadside sensors or other sources capable of collecting information and making it available to 
cloud-based applications. In the use cases, connected cars and the Traffic Control Center also have 
an important role. For safety reason, the connected cars precede and follow the AD car driving in 
convoy. 

The goal is to show how the combined use of IoT and C-ITS can mitigate the risk of accident for an 
AD car, when at a certain point, the road becomes dangerous because of two kinds of hazardous 












































































































