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Abstract

Thisreport describes the development and integration of I0T devices contributing to autono
driving ¢ both newand existing devices adapted to become loT devices. Mobile 10T objects (n
robots and/or micro aerial vehiclesand loT infrastructure (sensor/actuators, connectivity 4
communication) developed and seamlessly integrated into the IoT ecosy@ither 10T devices
vehicle 10T platform developed in T2.1 and Open loT platform developed in T2.3) are presen
the detailsof the use cases and functions for 10T devices, the interfaces, communication, sq
and platforms integration are higglted.
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Acronym Definition
6LOWPAN IPv6 over Lowower Wireless Personal Area Networks
ACC Active cruise control
AD Autonomous driving
AEB Automatic emergency braking
AP Automatic pilot
API Application Programming Interface
App Application
ASN Application Service Node
AVP Automated Valet Parking
BLE Bluetooth Low Energy
CAD Connected and Automated Driving
CAM Cooperative Awareness Message
CcC Control Centre
CeH Connected eHorizon
CITS Cooperative Intelligent Transportation Systems
CoAP Constrained Application Protocol
CSE Common Service Node
DB Database
DDS Data Distribution Service
DENM Decentralized Environmental Notification Message
DM Driver monitoring
DSRC Dedicated ShorRange Communications
EC European Commission
FR Functional requirements
GA Grant Agreement
GPS Global positioning system
GPU Graphics processing unit
GW Gateway
HMI Human Machine Interface
HTTP Hypertext transfer protocol
IMU Inertial measurement unit
loT Internet of things
loV Internet-of-Vehicles
ITS Intelligent Transport Systems
LDWS Lane departure warning system
LKA Lane keep assist
LRR Longrange radar
LTE LongTerm Evolution
M2M Machineto-Machine
MAP Map Data
MAV Micro aerial vehicle
MQTT Message Queuing Telemeffyansport
MRR Medium-range radar
NBloT Narrowband IoT
NFR Nonfunctional requirements
OBU On-Board Unit
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OCB mode Offset Codebook Mode

OEM Original Equipment Manufacturer
OSGi Open Services Gateway initiative
PA Park assist

PDF probability density function

PF Platform

PMS Parking Management Service
PO Project officer

Pol Point of Interest

PS Pilot site

RSU Road Side Unit

SISCOGA SIStemas COoperativos de GAlicia
SDK Software development kit

SPaT Single Phase and Time

SRR Shortrangeradar

TCC Traffic Control Centre

ToF Time of Flight

UCR Use case requirements

uwB Ultra-Wide Band

V2D Vehicleto-Device

V2G Vehicleto-Grid

V2l Vehicleto-Infrastructure

V2P Vehicleto-Pedestrian

V2V Vehicleto-Vehicle

V2X Vehicleto-Everything

VRU Vulnerable Road User

VVT Verification, validation and testing
WP Work Package
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Connectivity is part of the major automotive innovation for the foreseeable future and the
connected vehicles integrate communication technologies to eliminate potentiallydetnhctions.

It enables cars to communicate with other vehicles, infrastructure, pedestrians, electric grids and
devices, to optimize the driving environment. Various connectivity protocols play a key role in this
vision and, as the level of connectiviticreases, the 10T applications are becoming more and more
important.

loT devices support autonomous driving functignsuch as notification about a parking spot being
made available which require that the IoT device connectivity covers wider areasraquire less
latency.

According to the AUTOPILOT partners the loT devices and technologies can support the
autonomous driving functions in different ways. They show that the development and integration of
loT devices into combined autonomous vehicles Efdecosystems could support the integration of
services using interoperable 10T platforms and 0T devices that provide additional information to the
vehicles about the environment, surroundings and the dynamic events around the vehicles.

This document decribes the development of 10T devices and infrastructure and their seamless
integration into the 10T ecosystem for automated driving and increased functionality.

Mobile 0T objects (e.g. micro aerial vehicle (MAV)) and loT infrastructure (sensorsfastuat
connectivity and communication) developed in the project and integrated into the 10T ecosystems
deployed in different pilot sites (other 10T devices, vehicle I0T platform developed in T2.1 and Open
loT platform developed in T2.3) are defined and preed.

The overall activities are based on the requirements and specifications presented in the Use Case
specification (T1.1), loT architecture (T1.2), IoT vehicle specifications (T1.3) and communication
specifications (T1.4).

Chapter 2 briefly presentsie five domains and describes what type of AUTOILOT use cases address
the different domains, and the type of 0T devices used in the respective domains.

Chapter 3 outlines the loT devices, sensors and actuators used and/or developed by AUTOPILOT
partners in the different use cases and integrated into the 10T ecosystem for the autonomous vehicle
applications functions.

Chapter 4 describes the functions of 10T devices and the use cases in which they are implemented in
the five pilot sites (Brainport, Limoo, Tampere, Versailles, and Vigdhe Korean pilot site in
Daejeon is not described in deliverable D2.4 because no loT platform has been implemented (see
also deliverable D2.3)The description of the 10T device functions and the use cases includes
conrectivity betweenloT devices, connectivity between vehicles, infrastructure and other sensors to
enhance autonomous driving capabilities and technology that allows vehicles to monitor the state
and availability of different services. As for thevihiclefunctions, three main groups of sensor
systems such as cameyaadar, and lidarbased systems, togethavith ultrasonic sensors are used

for autonomous driving, Chapter 4 presents how other type of sensors/actuators and loT devices in
the different use ases are used to enhance the autonomous driving capabilities.

Chapter 5 presents the integration of 10T devices into loT-terehd platforms that provide the
hardware, software, connectivity, security, and device management tools to handle the diffefilent
devices used in the different use cases across the AUTOPILOT pilot sites. Different sections provide
info on how the integration is implemented presenting the managed integrations, device
YEYyF3aSYSyids Ot 2dzR 02y ySOiA 2y hd nO@tér thdzioT delices2iR S Y X
different use cases.

Chapter 6 reports on the communication and connectivity implemented in the different use cases
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using the 10T devices developed for providing different functions. The description addresses as well
the loT platforms interfaces used and the security mechanisms implemented for the different
specific cases and pilot sites.

Chapter 7 addresses the higgvel integration of the I0T devices and use cases in the different pilot
sites. The information is linked twow the data acquired through the 10T devices and platforms are
integrated in different applications, back ends and cloud services.

Chapter 8 describes the verification, validation and testing (VV&T) of selected cases for loT devices
used in autonomousehicles use cases for achieving acceptable levels of safety and assurance for
the autonomous vehicle applications. These are VV&T methods used for the loT devices, sub
systems, communication, and integration into loT platforms.
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1.LYUONRBRdAzOUOA2Z2Y

1.1 Purpose ofthe document
The R20dzySyd NBLINB&aSyia (KS 5StAOSNIroftS 5Hdn awSlL
devices into 1015 O 2 & & HistDMfput carried out within Task 2.4 "Development and Integration
of 10T devices".

The purpose ofieliverabie D2.4 is to present and describe the development and integration of 10T
devices and infrastructure for automated driving and increased functionality, seamlessly integrated
into the 10T ecosystems developed in the AUTOPILOT project.

The work is based aihe specifications and requirements developed in Task 1.1 addressing Use Case
specificatiors, Task 1.2 describing the 10T architecture, Task 1.3 on loT vehicle specifications and
Task 1.4 providing the communication specifications.

1.2 Intended audience

Theintended audience for this deliverable is considered to be all the AUTOPILOT participants and in
particular, the AUTOROT participants involved in WPRand the partners involved in Task 2.3
G5S@St2LIYSyld 2F (GKS 2LISy L2¢ 2a8SMBXr RS yISaIA( 5N F A I
The development and integration of 0T devices and infrastructure for automated driving is used in

the other tasksof WP2, WP3 and WP4 to support the developments and deployments of loT
technologies in different pilot sites.
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The concept of Internet of Vehicles (IoV) or VehiokEverything (V2X) communications applied for
autonomous transportation and mobility applications, requires creating mobile ecosystems based on
trust, security and conveniende connectivity services and transportation applications in order to
ensure security, mobility and convenience to conswmentric transactions and servicgj[11].

A vehicle with automated features must have established interactions with different domains that
are interlinked with operational design domafor which avehicle could have one or multipl
systems, one for eacbperational design domaie.g.freeway drivingyalet parking, urban driving,
etc.). Chapter 2 briefly presestthe five domains and describavhat type of use cases address the
different domains and the type of loT devices usetharespective domains.

In this context for autonomous vehicle applicatiofige domains are defined as presentedFigure

1. The domains cover theommunicationsof vehicle to everything (V2X) coverimghicle to
infrastructure (V2I), vehicle to pedestrian (V2P), vehicle to device (V2D) vehicle to grid (V2G) and
vehicle to vehicle (V2V) as important communication building blocks of the 10T ecosy8iEth$

The domains are described deliverableD1.7 (Initial specification of Communication System for
loT-enhanced AD)

v2v
Vehicle to Vehicle

v2i
Vehicle to Infrastructure

Intravehicular
Communication

Communication Fusion
Processing Data Fusion
Autonomous Functio

Sensors/Actuators Data Fusion

Vehicle Architecture

Local Dynamic Map

Vehicle to Device
V2D

Vehicle to Grid
V2G

Figurel ¢ Automated vehicle domains

Smart sensors and actuators in the vehicles, roads and traffic control infrastructures collect a variety
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of information to serve enhanced automated driving. These require robust sensor, actuators and
communication solutions, which are able to communicate with the control systems while
considering the timing, safety and security constraints. Redundancy arallgbasystems are
required in all safety and security critical applications. It is worth noting that power saving mode
(e.g. sensors, actuators) can be a barrier to-temé information. For batterspowered equipment,

it will always be a tradeff betweenpower consumption and communication laten&}[9].

The loT ecosystem relies on interaction among vehicles, pedestrians, dewicas,aerial vehicles
(MAV9 and infrastructure, to improve traffic management (increase efficiency, security and safety).

The following chapters present thdevebpment and integration of loT devices contributing to
autonomous driving. The mobile I0T objects (mobile robots aniés) and loT infrastructure
(sensor/actuators, connectivity and communication) are developed and seamlessly integrated into
the loTecosystem.

Below wedescribehow the developed/used lodevicesare applied in the different domains for the
use cases of each pilot site.

2.1 Vehicle to vehicle (V2V) domain
1.1.1 Frenchpilot site

In the French pilot site, the Vehicle to Vehicle communicatiarsél during thglatooninguse case.

This communication is made ovéTSI IT65 (EEE802.11 OCPBto allow the exchange of
information between the vehicles forming the platoon. This information will be used to place the
vehicles according to the othershd goal is to ensure that the platoon is not broken and that all
vehicles are capable at any time to cross an intersection for example. All the relevant information
about the platoonisdisplayed to the driver on the embedded screen.

Bicycle OBU: In the émch site, the communications between vehicles and bicycles are typical V2V
ETSI I'T65 communications. The bicycles are equipped with arB@ardUnit (OBU), which is
responsible for IT&5 realization. This device has been developed from scratch by GHERTH
specifically for the AUTOPILOT project. The@%Stack implemening Cooperative Awareness
Messages@AM and Decentralised Environmental MessagBPENNMN messagess also developed by

/ 9wel kIl L¢d . SAARSA +H=+3 LadTOREYOIE®ETEominunicatiohs? A Y LI ¢
for loT information exchangeCooperative Awareness Messag€AM and Decentralized
Environmental Notification MessagBENMN like messages are sent to the loT platform via cellular
A4G/LTE channels. These messages are trarsferred to an external server where thigecision
Support SystemOS$ and the risk assessment algorithm reside. The outcome of the algorithm is
transferred to the bicycles via 4G/LTE channels. BotHGH @&nd loT systems will coexist in the
0AO20BW.5Qa h.

1.1.2 Dutchpilot site

1 Highway:The use case does not implement V2V communication. Information from/to any
vehicle is processed by and transmitted through cloud and 10T platforms.

1 Platooning: In the Dutch pilot site @S, Vehicle to Vehicle (V2V) communicati is
established via I'T&5 connections (existing technology TNO but adapted to AUTOPILOT) and
additionally a UWB connection (novel technology, brought by NXP). An alternative approach
for V2V information exchange is via loT technology, using a loca seouice that forwards
messages coming from one vehicle, to another (see also Spanish PS). At the time of writing
this was under development at TNO.
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Figure2 - Additional vehicle HW/SW in the Prius vehicle used for Platooning and AVP (Dutch Pilot site)

1.1.3 Iltalian pilot site

In the lItalian PS, Vehicle to Vehicle (V2V) communication is managed by ISMBVEHiclke
platform. The platform implements an almost full ETstack, completely developed by ISMB. The
main V2V messages that will be exchanged are Cooperative Awareness Messages (CAM). This
information will be used to provide a detailed look of the surrounding of the autonomous vehicle.
CAM messages notify the fammation sensed by the haehicle sensors to the vehicles in the
transmission range. This information is used by the AD data fusion algorithm to take decisions for
both the highway and urban scenarios.

For the bicycle to vehicle communications, a prot@ypas developed by one of the AUTOPILOT
partners (ISMB) in 2015. An electric bicycle was equipped with a battery powereBo@rmtUnit
(OBU) implementing IEEE 802.1(TSI IFS5) communications. The bicycle OBU exchanges
messages (notably CAM) that areed by an antcollision algorithm to warn the driver and the
bicycle rider about a possible forthcoming collision. The rider is warned thanks to alameetet
directly connected with the OBU. The experiment shows good performances also with a basic ant
collision algorithm. A video about this experiment can be fourid4h

1.1.4 Spanisihpilot site

In the Spanish Pilot Site, the Vehicle to Vehicdemunication is performed using the loFvehicle
platform system. In order to check the impact of the fully IoT communication system in the Spanish
use cases, this V2V communication is performed through the infrastructure and using standard
oneM2M messges. These messages wrap the defined data models that allow the IloT
communication with the vehicle. Therefore, if a vehicle needs to send its information to other
vehicles, that one will upload the corresponding message to the cloud, which later on will be
available for any other connected vehicle.

1.1.5 Finnishpilot site

In the Finnish pilot site, the vehicle is equipped with both ETSEbI&nd 4G/LTE communications.
The vehicle ETSI FGS station transmits CAM messages regularly, and the vehicle positalsoi
sent to the 10T platform, for use by other services.

19



AUTOPILOT

2.2 Vehicle to pedestrian (V2P) domain

Every year, a large number of Vulnerable Road Users (VRUSs) are killed or seriously injured in road
accidents. Vehicle communications can significantly redbheenumber of these fatalities thanks to
an effective warning system for the involved actors.

V2P (Vehickto-Pedestrian) communication is a field of research that studies the communications
between cars and pedestrians, but it typically considers alsgclst and motorcyclist, children in
strollers, mobilityimpaired people with wheelchairs, passengers embarking and disembarking buses,
etc. The goal of the V2P is to detect a pedestoamore generdy a VRU, and notify information
useful to avoid accihts.

The more intuitive device to warn pedestrians is the smartphone, due to its increasing
O2YLJziF GA2y I f LI26SNE GKS | @FAtrFoAfAGE 2F 6ANBE S:
incumbent standard for vehicular communication is HTSG5 that is based on the IEEE 802.11p
amendment of WAFi standard. Unfortunately, while VWi is supported by most smartphones, |IEEE

802.11p is not implemented in any commercial product. Since this approach seems interesting, in

2014 Qualcomm and Honda, pighled a paper [13] that describes a real implementation of this

idea. The prototype is made with a smartphone equipped with a Qualcomyri \&blution. As
NBLEZ2NISR Ay GKS 2NRARIAYI T LI LIS Ndh highlyka&urdeSaadlayy I 2 | €
latency pedestrian collision warning system, without introducing significant hardware or processing
2PSNKSIFR G2 (0KS aYIFINILK2ySé¢d ¢KS LI LISNI adrasSa
some problems still need to be solved. Among the others, tuaigcy of the positiors given by the

internal GNSS receiver of the smartphone, the congestion of the wireless medium and the
certification of communications and application performances. Indeed, the certification procedure
changes a lot depending amhether the application is considered as a supplemental alert or as a
complete safetycritical warning system.

A more recent prototype, created by Bosch, addresses motorcyidisteown in this videfl6].

An alternative approach is to exploit the cellular communication channel, owing to its complete
availability on mobile devices. Waiting for the complete definition ofYZE and 5G, several paper
explored this idea showing good performances|1If] this approach is theoretically described, also
taking in account the roadafety system irterms of energy cosumption (on the smartphone)n

other papers, LTE communications is used, together witlriyWio exploit the advantages of both
channelsi.e. the more extended communication range of LTE and thedielays of WA direct
communicatian.

A further example is a study on the use of a pureRiVsolution[18] that demonstrates the
possibility of effectively usgsuch a channel fohe safety purposes.

Finally, a different vision is to use different radio systems, with a dedicated transmitting device
carried out by the VRU. The same system can also be used to compute the distance and the position
of the users without the need of a @&$ device and the related issues (e.g. accuracy in urban areas).
One of the most importamvorksin this sense is done by the R&G[15] project that uses an RFHD

like approach.

1.1.6 Frenchpilot site

In the French pilot site, there is no direct communication between vehicles and pedestrians. Similar

to the bicycles, pedestrians transmit their CA¥hd DENMike messages to the IoT platform via
4G/LTEhannels from their smart phones. These messages feed the risk assessments algorithm with

the appropriate information in order to estimate potential dangerous situations. The result of the
FfIA2NRAGKY gAtf 0SS (NI yaTFSNNBRTEEEmMinK#SionsJSRS & G NR I y ¢
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1.1.7 Dutchpilot site

In the Brainport Urban Driving use case, a smartphone application is developed which connects to
the OneM2M IoT platform. This smartphone app u&ésbal Positioning Syster@P $localisation to
localise the VRUs ommpus. This information is used to inform the vehicle of a possible VRU on the
road where the vehicle is also driving. The vehicle has to adapt its speed accowlisglthe other

way around, the vehicle is sending its location to the smartphone usied@M, in order to warn

VRU of an automated driving vehicle approaching. Second to the smartpi®@5 beacons are
alsoused to correlate the data transmitted from the smartphone with the location transmitted from
the ITSG5 beacons.

Finally,a WiFi siffer is used to detecsurroundingWi-Fi enabled devices, which can be used to
detect crowdednesdy detection of pedestrianand cyclists on campusasing their smartphone or

other devices as trackergvhile WiFi detection applies to smartphones in thiginity based on Wi

Fi sensing rangd.€. about 30 meters in outdoor scenarios), filtering mechanisms based on RSSI
levels may be used to detect only pedestrians closer to the velidle to the relatively low position
accuracy using this technologyet output (number of devices detected and location of detection,
logged by GPS) will only be used to map a crowdedness mapping of the campus and not to
individually position VRUs with smartphones. This information will then be used to inform other AD
vehide on how many VRUs are on a certain road, so they can adequately decide to take the less
crowded routes.

1.1.8 Italian pilot site

In the Iltalian PSV2P is not implemented. In the urban use case, VRUs are detected through a
camera and a notification is sent tiee cars using a DENM message.

1.1.9 Spaniskpilot site

In the Spanish Pilot Sjtthere are no such hardwarer software components that provide this kind
of communication.

1.1.10 Finnishpilot site

In the Finnistpilot site, V2P is not implemented. In the urban driving use case VRUs are detected
through cameras at the infrastructure.

2.3 Vehicle to device (V2D) domain
1.1.11 Frenchpilot site

The car sharing and car rebalancing use cases in Versaillamralmobile application that allosv
0KS dzaSNJ G2 dzycae Thi systeyhs pdvidedNhi KugnyicSshaonsisas on-board
unit that communicates with the mobile application B&uetooth Low Energ\BLE

An embedded interface is also ddéoped to display information about the car to the driver. It
consistsof an Android tablet that communicates with the car through a serial ané&thernetlink.
The serial link is used to communicate with {@wvel network in the car and display failuresc. The
Ethernetone is used to communicate with the AD units afodt example to guide the driver during
the switch between manual and autonomous driving and autonomous and manual driving.

During the car sharing use case, this interface displays itsgoen a mapo the user This position
comes from the car GPS through tBthernetlink. It also displays an alert when the vehicle enters a
zone where the autonomous driving is allowed and when the vehicle is approaching the end of this
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zone.In the ca rebalancing use case, this interface is used to display the state of each car in the
convoy.

1.1.12 Dutchpilot site

In the Platooning use case, the drivers are notifietheir vehicleby the platoon manager about the
platoon status and related informationt uses an existing HMI interface (screeantred on
dashboard) which has been slightly modified for this purpose. Additionally, the lead driver is
informed in an intuitive way about speed and lane advice via a dedicated app that runs on a smart
phone or fablet device.

In the automated valet parking (AVP) use ¢dlse vehicle communicates with a smartphone device

using IoT platform over 5G/LT&mmunication network The AVP App running on the smartphone

receives information such as vehicle state (e.g. enirrvehicle position, current AVP action and
LIKFaSo FyR Aa ofS G2 aSyR O2YYlIyRa tA{1S aLI NJ ¢
exchanged over 10T platform has been definedheyDMAGdata modelling grou)p

1.1.13 Italian pilot site
Sarting from mature standardised technologies from the fields of 10T, automotive and cooperative

ITS,a general purpose platfornhas been proposedapable of delivering nesafety critical services
to a set of final users including AD cars (Bigire3) [20].

0OBD
::) CcPU —]

Display

3G/4G || 802.15.4 || 802.11p ))))

..............................

Figure3 ¢ Architecture of theVV2Dbridge connecting to a WSN

The vehicular 10T bridge should enable bidirectional semdinificommunications between vehicles
and application entities both #ehicle and in road side infrastructure nodes. The bridge contains a
processing unit able to manage ahmmunication interfaces: an IEEE 802.15.4 wireless interface, an
OBD/CAN interface, the IEEE 802.{EpSI ITS5)transceiver and the 3G/4G modem for cellular
communication. At the network layethe bridge should be ableotaddress 6LoWPAN destinations
(in order to talk with the on board WSN) and to address oth€F&station using the GeoNetworking
protocol. From outside, the bridge should be addressable as an IP node.

The bridge should, at least, handle at the transgdaster UDP (User Datagram Protocol) and BTP
(Basic Transport Protocd)3] and, at the application layer, CoOAP communications. We also require
for abridge to abstract all the oboard generated data. This involves the abstraction of all the data
that are shared on the OBD/CAN network. Therefore, it should be able to read the main messages in
accordance with OBDII standards and to aggregate themtivitinformation coming from wireless
sensor network.

In the Italian PS use casdise 10T bridge is the OBtlevelopedby ISMB that can manage several
different devices (V2D): it will manage the connection to a tablet that will be used as HMI and as a
senso for vibration data. The OBU will also interface with an IMU via CAN and with a 6LoWPAN
dedicated vibration sensor.
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1.1.14 Spanisipilot site

In the Spanish Pilot Sjtthere is not direct V2D communication implemented. Every possible device
which information may be needed by the vehicle will be received through the 10T infrastructure,
being this communication then dependant from the V2| domain.

1.1.15 Finnishpilot site

In the Finnish Pilot sitethere is no directed V2D communication implemented. A vehicle HMI is
integrated in the vehicle. The content shown depends on the use case.

2.4 Vehicle to grid (V2G) domain
Vehicle to grid domain is not addressed in the use cases devklopgUTOPILOT

2.5 Vehicle to infrastructure (V2I) domain
1.1.16 Frenchpilot site

Within the platooning use case in the city centre of Versailles, the platoon has to pass through two
complicated crossoads. To do so, it is necessary to have vel@i@frastructure communication.

When the platoon is approachinthe complicated intesection, the RSU detects the lead vehicle and
passes the message on to the traffic light controller for it to change its phase in order to give the
priority to the platoon. The traffic lights interrupt their usual phase and switch specific traffic lights

to green/red so that the platoon can cross safely. Once the RSU has communicated with the AKKA
cloud through the OneM2M server, the OBU is informed on whether or not the platoon can continue
following its route. Once the platoon has gone past the junctibrgoes back into its classic
functioning mode.

Traffic Light Platooning vehicles DATA <
Order start/end of M; « Monitoring AHKA
traffic light priority
w2, sequence based on
Ny vehicle position
§ D, Crey, " AN Recommended Action Traffic lights Status Platooning vehicles speed + position
-— 7 N
7:_) v RSU Traffic lights Status

mem sonsinoy

] Platooning vehicles speed + position

S—; s
Action N
S Platooning ANKA
IHM > Component

Figure4 - Traffic light assist architecture for platooning in Versailles (complicated crossroads)
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1.1.17 Dutchpilot site

Highway:

All exchanges from/to vehicles go througfe infrastructure as depicted belowlhere are four
major components of the systenthe Detection (of anomalies by leading ego vehicles), the
Reporting (of anomalies to the Cloud), the Validation (or learning of hazards presence) and the
Information (forthe control of following vehicles).
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B romiem 00 ADASIN e
|
Vicomtech
Valeo
TASS = — ¥
IM OneMaM OF | S9050Abe M.
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Figure5 - System view of Highway Pilot in Brainport
Only the reporting and information components rely on V2I communication:

1 For Reporting, the vehicle communicates with the Cloud with MQWOTHT TP over a 4G
connection.

1 For Information, the vehicle communicates with the Map Provider with WebSocket and
HTTP over a 4G connection.

Platooning
Platooning use casgses V2| communication in three different ways

1 BroadcastingTSG5 CAM messagethat are intercepted by the TASS instrumented facility
along the A270 to support vehicle detection

1 Exchanging platoon status information with tieoudbasedPlatoon Servicg¢hat involves
IoT (oneM2M) and cellular (commercial 4G) technology.

1 Publishing data t@and retrieving data from an le@habled (oneM2M) Local Dynamic Map
service deployed at the roadside (A270). This concernstbataan be used to increase the
environmental perception of participating vehicles (platoon vehicles and rejheThis
functionality is still under development at the time of writing. The communication channel
will be realized through the Hi pre5G network (TNQhich provides coverage over a part
of the A270 (1 base station).

1 Traffic lights:Status informathn of four traffic light controllers controlled by third party
Dynnig (RSU701, RSU804, RSU805 and RSU806; one on each successive junction on the
N270/Europaweg, Helmond) are received by the TASS MQTT clients from the MQTT broker
provided by Dynniqg. The datin binary format is converted to JSON format with the ASN.1
decoders of TNO and published to the respective contaioertie OneM2M platform. The
binary data is also published to the OneM2M MQTT broker. All services and vehicles
subscribed to this ser@ can pick up this data. The TLCs all operate in the traffic adaptive
mode, which means the cycle changes when a vehicle (road sensor) or pedestrian (button
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controlled) approaches the junction
Automated valet parking:

1 Parking spot occupancy detection amibstacle detection: The AVP use case features
stationaryroadsidecamera andhe micro aerial vehicleMAV) as infrastructure devices. The
MAV and the camera detect free parking spots and obstacles and send this information to
the vehicle via the AVP pang management service (PMS) app. The vehicle communicates
with the infrastructure devices using the IoT platform over the cellular network connectivity
(e.g. 5G/LTE). TMAV is managed by DLR and the midd camera by TASS and Vicomtech.

1 Micro aerial véicle the MAV detects the free parking spots arabstacle proceses the
data and publishes the parking spot and obstacle statfegmationto the IBM Watson loT
platform. TheParking Management Service App from DLR as IoT application registered by
the Watson loT platform receives this data over MQTT and publishes it to the AVP vehicle.

1 Roadide stationaryCamera:TASS is providingarking spot status and obstacle status
update information. Vicomtech deep learning algorithms send out parking spot statuks
obstacle status (along the access road to the parking lot). These algorithms aregrimn
the TASS servers and uddvanced Message Queuing Protocol to communicate with TASS
Parking Spot Entity, which then publishes them to the containers in thé/@ieplatform.
TASS ab formats the data to a Watsespecific format and publishes them. TNO/TASS
vehicle subscribed to this information gahese updatefrom the OneM2M platfom. The
data in the Watsorspecific format is subscribed by an interworking»pr which then
forwards it to the IBM Watson platform. DLR vehicle or the Parking Management Service
App from DLR receives this data from Watson loT platform over MQTT. For evaluation
purposes, TASS Parking spot entity also forwards the data directlgtb \Watson platform.

The data flow diagram is showm Figure6. As the AVP camera and network planned to be
installed in the Automotiv&Campus 10 building and its parking lot got delayed, TASS has set
up two temporary cameras overlooking the TASS paikingnd the access road to it. These
are added to the TASS teste facilities and are accessible like the road side camera as seen
in Figure6. AVPdata models follonthe SENSORIS aBATEX data modethich is currently
being standardized (fohkUTOPILOGommunity) in the data modelling group.

-
Parking q’

spots  status,

Obstacles

Parking /
TASS  Parking spots statu
Spot Entity Obstacles
OneM2M loT Interworking IBM  Watson
platform proxy platform
TNO/TASS DLR  wehicle/
vehicle AVP PMS App

Figure6 - Interaction between AVP devices and IoT platforms
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1.1.18 Italian pilot site

Vehicle to Infrastructure communications are managed using two differlkeannels. The first onie

the classic DSRC that will be used to exchange Decentralized Environmental Notification Messages
(DENM) with the RSUs and SPAT/MAP messages with the ligift&- The second channel is LTE.

This will be mainly usto send information to the OneM2M platform.

In the Italian PS, DENM are used to notify alert sensed by 0T devices. More in details:
Highway.

1 Puddle detection: in the PS, some dedicated 6LOWPAN sensors will detect a pdzlle.
sensors are connected to an RSU that sendsrtfeemation directly to the surrounding cars
using a DENM message. The same information will also be sent to the OneM&dinpla
(via fixed networkpnd then, thanks to Continental and CRF cloud, it is validated and sent to
the relevant vehicles, using the LTE channel. The information is sent in the form of a
different speed limit for the portion of highway affected by the pligs. In this way both
short andlong-rangecommunication are covered,

1 Road works: the road works notification is sent in the same way described aisong an
RSU to notify the vehicle$he road works can be fixed or mobile

Urban

1 Pedestrianred-light violation: in this use case, pedestrians are detected thanks to a smart
camera. The information is combined with the status of the pedestrian lights and in case of
violation, a message is sent using a DENM notification. The message is also sent to the
OneMaM platform;

1 Fallen bicycle: ISMB will provide a bicycle equipped with an k€hicle platform. This
device will be equipped with sensors that permit to detect when the bidyakfallen. This
information is automatically sent via DENM by the bicylflthe message is received an
RSU, this will be sent to the OneM2M platform.

Highway and urban

T Pothole detection: the ®S KA Ot S LI FGF2NY gAtt OG a I ac¢
information can be taken by 1) a 6LOWPAN sensor, 2) a smartfinblet or 3) an Inertial
Measurement Unit (IMU). The virtual sensor can work with only one source of information
or combines different sources. When a pothole is detected, a message is sent to the
OneM2M platform wheret is available for all the other icles.

V2l communications are used to report relevant information comirmmgnfrioTto the OneM2M
platform. Thesalata are then used to give useful feedback to the autonomous driving function.

1.1.19 Spaniskpilot site

Vehicle to Infrastructure communications asapported both with cellular network connectivity and
Wi-Fi. Through these channels, the bidirectional IoT communication will be performed, sending and
receiving messages following the oneM2M standard.

In the different use cases carried out in the SpaRiShthe communication is as follows:
Urban

1 Traffic Lights: in the pilot site, the different involved traffic lights will be connected to RSU.
These RSU will be monitoring the status of the traffic lights and publishing it to the IoT cloud
platform (IBM Watson). These statuses will be obtained by itRvehicle 10T platform
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through an Urban Servemvhich will be providing and filtering this information to any
connected vehicle.

1 Vulnerable Road Users: in order to detect VRUs, a smart camera will be used, located in the
surroundings of the road. Thismera will detect any pedestrian located in a relevant area
and send a VRU event message to the |oT cloud platform (IBM Watson). Afterwards, this
information will be collected by the mentioned Urban Serwehnjchwill provide and filter it
to any connectedehicle.

i Hazards: in order to obtain the different hazard events that might occur, the control
management system of the public authorities will be used. By using a module that obtains
the different hazard events and translates them to 1oT messages, binglisthem to the
Watson loT platform, these hazards are available to any vehicle connected to the same
Urban Server mentioned above.

Automated Valet Parking
1 Drop-off and pickup: in the parking provided by the Vigo City Council, a parking management
systemh & RS@GSt2LISR® ¢KAa LINJAY3I YIyrasSySyid aea
pickup and dropoff to the vehicle. Also, this system can detect VRU that afterwards would

be published to the 10T platform in the same wthgt it is done for the Urban VRUL& in
vehicle platform carthen receive these commands and VRU events adapting its behaviour.

V21 communications are used to report relevant information coming from the loT platform. This data
is then used to give useful feedback to the autonomous driftingtions.

1.1.20 Finnishpilot site

In the Finnish pilot siteVehicle to Infrastructure communications are supported both with cellular
4G/LTEEommunicationsand with ITS55.

In the different use cases in the Finnish pilot site, the communication is as follows
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Urban Driving

1 Traffic Lights: in the pilot site, reiine information on signal state and theext phaseis
available both through IFS5 as standard SPAT/MAP messages and through cellular
O2YYdzyAOF lA2yay GKNRddAK O2yygrig)ketvgr. 12 GKS G NJ
1 Vulnerable Road Users: in order to detect VRUs, a smart camera will be used, which is
installed at the mobile road side unit of VTT. This camera will detect pedestriarcyelixds
located in a relevant area and seadVRU event message to the 10T cloud platform. From
there, the information will be made available to the vehicle.

Automated Valet Parking

f ¢NIFFAO OF YSNI &z Ay adide tnit, Srenitdr the parkingOdidet&c® 6 A £ S |
objects and pedestrians either at the parking spaces or on the potential vehicle paths, and
send the information to the loT platform.
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3.L2¢ AISYR2INBOdzZ 62NBE F2NJ [ dzizy2Y?2

Sensors and actuators are essential parts of the automated vehicle 0T ecosysteane used to
inform and warn the driver, or even actively interden the driving.

Automated vehicle systems consist of inputs from a large variety of sendata,signal condition
and decisiomaking by central or edgerocessingunits and outputs to a large variety of actuators.

The integration of these 0T devices into the 10T ecosystemdasl software operating systems,
interfaces, gateways and communication capabilities as illustratédyure?.

The target functionalities may be sedd by the use of different or similar types of sensors and
actuators Increased functionality and in particular increased reliabilitgn be achieved by
technology redundancy througtensor fusiorimultiple sensors and multiple functions

-
Automated Vehicle Ecosystem
Gateways and Interfaces
Sensors Processing Actuators
Camera ' T Brake
Radar » Accelerator
: Communication )
Lidar Steering
Etc. Etc.
Units
SW Operating Systems
«

Figure7 ¢ Automated vehicle ecosystem

The functions covered by the sensors and actuators are active cruise control (ACC), lane departure
warning system (LDWS), lane keep assist (LKA), park assist (PA), automatic emergency braking (AEB),
driver monitoring (DM), automatic pilot (AP), weather monitoring, car sharing, car parking,
environment monitoring, road state and crowd monitoriag illustrated irFigure8.

Chapter 3 descrilsethe 10T devicessensors and actuatorgssed and/or developed by AUTOPILOT
partners in the different use caseahich areintegratedinto the 10T ecosysterfor the autonomous
vehicle applications functionshe use cases and functions are described furth€hapterd).

In order to give a better overview of the sensor/actuators that support the automas driving,
Chapter 3 includes devices thatre integrated in the vehicleto provide autonomous driving
functionsbut are not part of the use caskemonstrated.
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Figure8 ¢ Sensors, actuators and functions

Tablel - Overview about the 10T sensors used in different pilot sites
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3.1 Ultrasonic

Ultrasonic sensor technologg typically used in parkirgssisted solutionsand for obstacleand
pedestrian detectionThe ultrasonic technology is not usatithe Italian Dutchand Finnishpilot
sites.

1.1.21 Spanish pilot site

In order to detect the parking space and help the parking manoeuvre in the Valet Parking Use Case,
the information provided by the own ultrasound sensors of the C4 Pidassed. The vehickehave
6 ultrasound sensors integrated in the front bumper aixiothersin the rear.

3.2 Radar

Radar sensors uselectromagnetic waves for object detection, and is almost unaffected by
temperature,snow, rain, fog, dirt, darkness or changing lighhditions[5][6]. It is also possibl®

mount radar sensors behind electromagneticrisparent materialike bumpersRadar sensors can
detect objects like pedestrians or other vehicles and track their movements, by measuring distances,
angles and speedAs illustrated inFigure 9, the automotive radar sensors can be categorized
according to observation range; long, medium afrt-rangeradars, and are facilitating different
applicationg5].

SRR MRR LRR

+ +
I0m 100m 200m

Figure9 ¢ Radar observation rangel®]

1.1.22 Longrange radar (LRR)

Longrange radar (LRR) techiogy is typically usedn adaptive cruise controland automated
emergency brakingolutions.

1.1.23 Medium-range radar (MRR)

Mediumrrange radar(MRR) technology is typically used for cross traffic detection, blind spot
detection and lane change assistance.

1.1.24 Spanish pilot site

The 3 C4 Picassos prototypes integrate 4 radars in the corners of the Vehicle. They are 79GH sensors
with a field of view 0fl50° and a range up to 100m.

Radars will be used in Urban Driving Use case in order to detect objects around the car and fusion
this information with that obtained by other sensors.

1.1.25 Shortrange radar (SRR)

Shortrange radar (SRR) technology is typically Usegedestrian and obstacles detection and in

31



AUTOPILOT

parking assisted solutions.

3.3 Optical
1.1.26 Long distance camera
1.1.27 Spanish pilot site

The vehicles integrate a Mobileye 6 Open Protocol system with the camera in the Windshield. This
sensorcan detect pedestrians up to #0and vehicles up to 150m. It is used to position the car in
Urban Driving, both laterally (with the road lines) and litendjnally (matching objects with the
map). They are also used to detect pedestrians and cars, information which is uploaded to the loT
open platform.

1.1.28 Smart Camera
1.1.29 Spanish pilot site

Inthe Vigo Pilot Sitesome elements of the infrastructure will be égped with a Smart Camera or a
CameraProcessingViodule withthe behaviour similar to a smart camera. The intention is to inform
cars about the presence/absence of objects in pedestrian crossings (crosswalks).

Since the camera will be static, fixed to sorimdrastructure, the algorithms used to detect
objects/pedestrians can be designed for this situatiBackground subtraction algorithms are widely
used to detect changes in images obtained from static cameras. The algorithms attempt to fit some
statisticd model to the images without objects and to detect the parts of the image that don’t fit the
model when an object is present.

The most common approaches are using codewords and Gaussian mixtures to statistically describe
the model. In Gaussian mixturesonel, a group of pdf (probability density function) will be used to
describe each pixel individually, so changes as small as a pixel can be de@dw@edes in the
images are processed to classify the pixels in background or foreground. Foregroundneyst
processed to discard noise or very small objects. Foreground pixels are then upgraded to objects and
objects are classified as moving or static. The intention is to detect every object present in the road,
not only pedestriansAfter an object isletected we also perform a cascade detector using the HOG
algorithm [27] to classify objects in pedestrian/no pedestrian categories. The systetactde
pedestrians up to a distance of 20 meters from the camera.

The smart camera used in Vigo Pilot Site in order to inform about pedestrians crossing via
cooperative communication has the following specifications and features:

Table2 ¢ Smart camera characteristics

Smart Camera Characteristics
Manufacturer IDS Imaging Development Systems GmbH
Model UKL1221-LE
Interface USB 2.0
Sensor CMOS
Sensor Sizgpx) 752x480
Optical class MK O €
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Pixel size 6 um

Frame rate max 87 fps
Working frame rate 30 fps
Lens focal distance 3.6 mm
Detection distance 3-16 m

Figurel0¢ Smart camera (UL221-LE, IDS GmbH)

1.1.30 Finnish pilot site

The city of Tampere is installing traffic cameras at major intersectidrecamera to be used at the
Finnish pilot sitésthe same camera type, HIKVISION2DE8223AEL.

® .

WA TSIV

Figurell- HIKVISION D2DF8223JAEL camera used in the Finnish pilot site

The camera is installed on the mobile Road side unit from VTT, allowimdpét used for both use
casesThe camera is used in a fixed position, and areas of istene defined within the viewkor
the detection, the Jetson development board is usec (@soFigurel3 and Table4). Thedetection
algorithm is based on the YOLO raale object detection system.

1.1.31 Stereo camera
1.1.32 Italian pilot site

Camera is one of the masensorsdzi SR Ay (@(2RlI&Qa | dzi2ay2Y2dza RNAJA
already sells several mature products both diredttggrated by the OEMs and aftermarket. These

products permit to detect different obstacles, like pedestrians, other cars, @&bcl to estimate their

distance and relative speeds. Cameras are also used for other tasks like lane detection, visual
odometry,road sign reading applications, etc

Stereo vision is the reconstruction of a 3D image starting from two different pictures taken by two

33



AUTOPILOT

different cameras separated by a horizontal distance. A stesepera consists indeed in two (or
more) cameras thaare typically separated by the distance of human eyes (e.g. the average intra
ocular distance is about 6 cm). Indeed, the concept at the basis of stereo vision is the same of human
vision. The two images must be compared to obtain information about tretivel depth of the
images. It is indeed possible to determine the relative distance of the detected objects in the image
thanks to two different prospective of the same scene. Main issue of stereo vision system is to
identify the objects in each image.

Staeo-camera can provide accurate distance measurements in the near range, while they have to
exploit additional information from the context and the environment to provide distance
measurements for far objects. Stereo vision is often used for obstaclestatebecause it can give

a threedimensional representation of the scene. The type of processing needed to build the 3D
image is very costly from a computational pointvidw but gives better results th@amono vision
systems. However, the 3D reconstriact is not as precise as the one provided by active perception
sensors, such as radars or LIDARS, and resulting 3D images can be affected by some noise.

Stereo vision is widely used in several field of application like autonomous system, robotics,
manufaduring, entertainment, etc

Notably, in the autonomous system arena, the main actors are using stamera to sense the
world around the vehicle to have a 3D representation of the surrounding environment and to
recognize specific target objects. For exden Google, Tesla, BM@hd MercedesBenz are using
this technology for several tasks like pedestrian detection, road sudaadysis, lane detection, etc

In the last years, theravas a lot of researchbout the analysis of stereimages. Today standard
algorithms are available also in popular ogsource libraries like OpenCVWhe main fields of
research are nowadays focused on imprmamhe quality of recognition. Deep learning (a branch of
machine learning) is one of the most explored techniques taravg the quality of detection done

by a camera. It involves the training of a computer program with a large number of images. The
objective is to teach the program how to do the task by itself. Deep learning mimics the way of
working of the human brain tsolve complex problems. This implies that the program must take in
input a large number of images, i.e. very different situations to cope with more or less every possible
thing that can happen on the street.

Crowdsourcing, that is a data collection doneabyser of a certain service, is typically used to collect
this widenumberof different situations (as images) used to train the deep learning programs.

The evolution of sterewision is 360° cameras that give a complete view of the surrounding
producinga 2D or 3D image. For 3falistic image these techniquesshould use from 4 to 6
cameras, further increasing the computational complexity of the involved algorithms.

The importance of pedestrian detection for road safety has led to the developmenaaaithbility

of commercial pedestrian detection systems. While these systems are able to detect the presence of
pedestrian(s) on the road and some even provide the number of pedesttiabshey can detect,

the cost of such systems is normally very high.

As mentioned earlier there are different methods which can be deployed to detect pedestrians and
finally, also measure their respective distances. Each method has its own associated parameters that
can help to select the right pedestrian detection methémlyy for the Italian Pilot sites.

Considering the various different options, the availability of their hardware and software
components and other parameters such as the cost, accuracy and the development in this field, a
pedestrian detection system baseth a stereo vision camera emerges to be a successful candidate.

In particular, for the Italian Pilot Sites, the stereo vision camera system ZED from Stereolabs has a
relatively low cost, as compared to other alternative solutions, and is able to providdefh
perception and motion tracking features specifically related to pedestrian deteclimlole3 lists the
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specifications of the stereo camera.

Figurel2 ¢ ZED camera from Stereolabs

Table3 ¢ ZED Stereo Camera Specifications

ZED Stereo Camera Specifications

Depth perception range 0.5 to 20 meters
Focus range 6-DoF positional tracking
Video Modes WVGA 2.2K
Frame Rate 15-100 (depends on video mode)
Depth Resolution Equivalent to video resolution (video mode)
Motion 6-axis pose accuracy with SLAM and Rieat depthbased

visual odometry
Lens Field of View: 110° (D) max.
Lens aperture F2.0
Sensor size MKkoé¢ Ol O1laARS At f dzv
Sensor Resolution 4M pixels per sensor with

large 2micron pixels
Camera controls Adjust Resolution, Frammate, Exposure, Brightness, Contras
Saturation, Gamma and White Balance

Connectivity USB 3.0 port
Power Power via USB 5V / 380mA
Operating Temperature 0°C to +45°C
Dimensions MTp E on E oo YY 6c dy
Weight 159 g (0.35 Ib)
Os compatibility Linux , Windows
Development Environment An SDK is provided with integrated support of openCV

Thestereo camera provides all the necessary features to implement pedestrian detection, however
in order to use these features, and particularly, the depth perception feature of the camé&®U

with high processing power is required. In general, tgaé processing of videos for such
applications, does however, require high computational capabilities.

To implement the pedestrian detection framework for the Italian pilot sites, the embedded
development board Jetson Tx2 by Nvidia wolbikd used. The Nvidia tden TX2is a development
boardthat provides a high grade NvadzPU with256 CUDA core3.able4 lists the specifications of
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the Jetson TX2 board.

Figure13 ¢ Nvidia Jetson TX2 Development Board

Table4 ¢ NvidiaJetson TX2 Development Board Specifications

Nvidia Jetson TX2 Specifications
GPU Nvidia Pascal, 256 CUDA cores
CPU HMP Dual Denver 2/2 MB L2 +
Quad ARM® A57/2 MB L2
Video 4K x 2K 60 Hz Encode (HEVC)
4K x 2K 60 Hz Decode B Support)
Memory 8 GB128 bit LPDDR4
59.7 GB/s
Data Storage 32 GB eMMC, SDIO, SATA
USB USB 3.0+ USB 2.0
Connectivity 1 Gigabit EthernetEEB02.11ac WLAN, Bluetooth
Interfaces FullSize SD, USB 2.0 Micro AB, SATA Data and Ptdt, GPIOs, 12C, 12S, S
M.2 Key E, TTWART with Flow Control, PEKk4, Display Expansion Header
Camera Expansion Header

1.1.33 Dutchpilot site

In the Dutch pilotsite, the stereo camera is used by the micro aerial vehicle (MAV) and by the
prototype vehicle. For the valet parking use cabke panoramic camera and mono sensor road site
infrastructure camerare used for parking spot occupancy detection and obstacle detection.
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Stereo camera used by the MAV:
80°

ANay

Figureld ¢ MAV camera setup. Blue illustrates the fietaf view of the stereo cameras

The MAV used in the AUTOPIL@foject is usingwo stereo camera systems, which consist of 4
wide-angle cameras. The camera setup provides an approximated 240° vertical field of view and an
80° horizontal field of view as illustrated fiigurel4. Therefore, the MAV can perceive objetitat

are under it and above it to the same time. The MAV can create-afinirical 3D map whenever it

has rotated around its-axis. The arrangement of the camerad the separate control of them
make the system well suited for outdoor scenes with high dynamic range situations. The cameras
are used for navigation and mission purposes.

Stereo camera used by the prototype vehicle:

For the Brainport, te vehicle of TU/euses a custorbuilt stereo camera builon basis oftwo

Sekonix cameras with an ONSEMI CMOS Image Sensor AR023. This stereo camera is used to estimate
GKS RSLIIK ORAALINRGE SAGAYIFIGA2Yy 0 FyR (,2438S0GKSNI |
OFLI otS 2F RSGSOGAYy3aA:r Oflraarafeiryda yR t20FGAy3a +
Stereo vision makes it possible to estimate 3D scene geometry given only two images from the same
scene. In this case, we consider a conventional stereo rig in whichameras are separated by a

horizontal baseline. Based on epipolar geometry, a new image representing depth estimations can

0S OFftOdA SR FNRBY (KS (g2 AYIFI3ASEA 2F GKS Ol YSN
measures the horizontal difference pixels between small image patches that belong to the same

object in both (left and right) images of the stereo pair. The corresponding patches are projections of

the same 3D point/area in the right and left images. A stereo calibration procedure iseedair

calculate a set of intrinsic camera parameters and extrinsic ones detatthe relative position of

the cameras as a pair.

Using the disparity map and calibrated parameters, an estimate of the 3D location of objects in the
scene can be obtained. this procedure, there are two main sources of errors: pointing errors due
to calibration inaccuracies and matching errors in the algorithm that finds corresponding patches on
both images.

The uncertainty error grows quadratically with respect to the defthus, the farther the object, the
higher uncertainty in its 3D location with respect to the cameras positiorBesides, partial
occlusions (parts visible in one camera and not seen on the other) and the chosen algorithm for
stereo matchingimpact theresulting disparity map that can be very sparse with areas of unknown
disparity.

The VRU module (developed by Vicomtech with TU/e) will integrate disparity data in the following
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way: given a 2D detection of a person (bounding box in image) in front oéeclethat has the
stereo camera set installed, the (x,y) coordinates ofdbetre of this box can be transformed into a
3D location (X,Y,Z) relative to the camera set position in the car.

To filter possible errors of the disparity map at locatiory)xthe neighbouring pixels belonging to
the detected person can be used to aggregate the disparity values towards obtaining a
representative mean or median as depth estimation.

With regard to the automated detection of people in images captured by canoerheardvehicles,

Deep Learning approaches have outperformed the classical detection and classification methods in
the area of Computer Vision. Several detectors are being tested and the highest performance has
been obtained with the mentioned Deep Learning medddeep Learning is a fgsiced area of
research in exponential growth mainly due to its broad success and applicability for different
machine learning tasks.

There exist several neural networks architectures, modifications and trained models in th@ftat
the-art. Two stateof-the-art frameworks are under tests: Ca#fand Tensorflow. To date (plugfest2,
mid-May 18), Vicomtech has developed the detector for VRUs in images and this module has been
successfully integrated in TU/e vehicle.

In particular,a multi-class object detection model based on Tensorflow has been tested on images

LINE ARSR o6& ¢! kSd ¢KS SadAYIFIGSR WKAG NIGA2Q ofr O;
85% and it can take less than 60ms per frame when employing a compithes powerful GPU. The
implementation of disparity calculation and the estimation of the distance to detected pedestrians
areongoing. The expected distance range from the vehicle will be estimated using the calibration of

the cameras and evaluation test

Panoramic and mono sensor road site stationary camera:

To support the automated valet parking (AVP) use case, rdadstitionary cameras are installed in
the area where the autonomous vehicles are driving and parking. The cameras are locdted at t
drop up or pickup position of AVP locateddifferent positions:the entrance of the automotive
campus buildingn Brainport the lanes/access roads to the parking spotl the parking spot

The bllowing cameras are used in the AVP use case:

1 4 x AXIS Q3BePVE Network Camera
T 3 x AXIS Mono P322¥E Camera
T 1xAXIS P337BE Camera

The video streams from these cameras are procedsgdalgorithm running in the backoffice
servers. The algorithm detects parking spot occupancy and also obstacle along the@adesshe
parking spo{seeFigurelb)
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Figurel5- AVP road unit camera and parking lot detection visualization

3.4 Lidar

The light detection and range (Lidar) technology is typically used for 3D mapping of the
surroundings. Among the three primary technology types, the Mechanical mechanism Lidar is the
oldest and most traditional technology, the MEMS Lidar is in the begjrohéwelopment stage as a
low-costsolution for lowlevel automotive safety, while the solitate hybrid Lidar has been tested

for autonomous safety over the years and the costs are decred3ihgThe soliestate Lidar
technology simplifieshe previous complex mechanical systems, and ersfalster data capture in

3D, capturing pictures instantaneously at Féale speeds.

1.1.34 Spanish flot site

The Spanish prototypes have two different types of Lidars. One 2D, integrated in the front bumper
which is used to detect other vehicles and perform vehicle followand another 3D, integrated in

the roof, which is used to detect objects anégestrians around the vehicle in Urban Driving, and to
position the vehicle and detect spots in Valet Parking. The 2D Lidar is a Scala 1 from Valeo with a
field of view of 145° and a range up to 200fine 3D one is a VEES Lidar from Velodyne with a

field of view of 360° horizontal and 30° vertical, and a range up to 100m.

1.1.35 Dutch pilot site

The Dutch pilot site hoswsutomotive LIDARThe connected and automated prototype vehicles used
by the AVP for example are equipped with LiDAR DLR prototype vehicis equipped with four
IBEO Lutaser scannersThey have a field of view of 85° and range of 200 m each. Three of them are
equipped on the front / sides of the vehicle and one is equipped on the reaiF{gaecl6).

Figurel6 ¢ DLR prototype, position of lasescanners
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TNO vehicle has six LIDARs resulting in ad8G0ee view around the vehiclege Figurel7). The

Lidars are mounted at the front and rear bumpers of the vehimte in thecentreand two in each
corner looking sideways. The input of the Lidar is a point cloud, containing the distance for each
laserscan to the nearest object in sight.

0

Figurel? - Position of LIDAR on the TNO vehicle

1.1.36 Italian pilot site

The Livorno Pilot Site hosts two different kewf LIDAR: an automotive LIDAR and a roadside LiDAR.
One of the two connected and automated car prototypesebeen equipped with a LIDAR installed

at the front bumper of the Jeep Renegadeislanautomotive timeof-flight-based 2D Neainfrared

laser scanner, characterized by a horizontal field of view of about 145°, a detection range of 80 m
and a distance resolution smaller than 100 mm. Its main features are lisiebla5.

This sensor will contribute to perform the obstacle detection task, taking into account the approach
already presented if24] as starting point. It provides as output the list of detected objects with the
corresponding parameters (in terms of relative position w.r.t. the Lidar, width, length, orientation,
and relatve speed). This list is then suitably analysed in order to identify the obstheleare of
interest for the current driving taske(g. frontal obstacle for Adaptive Cruise Control or Frontal
Collision Warning, lateral obstacles for lane change).

Table5 ¢ Lidar installed in the Jeep Renegade

Main features
Wavelength of sender {BD 905 £ 10 nm
Horizontal FOV ~ 145°
Vertical FOV 3.2° (average)
Horizontal resolution #0.25°
Distance resolution XmMnn YY
Range for objects 80m
Scan rate 25 Hz

The roadside LIDAR prototype is provided by the Industrial Technology Research Institute (ITRI),
which joined the project as associated partnér.¢ wL Qa [ A5!w Aad NRIFIR &ARS
view of 360°which, combined with traffc light and I0T/ITS G5 R®dforces the protection of VRUs

at intersections (sed-igurel8). In fact, the LIDAR will detect rdahe information ofvehicle and
pedestrian €.g.position. velocity) around the intersection. Then the information is consumed by the
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RSU in order to:
1. Calculag¢time to collision
i Combining both vehicle and pedestrian information to determine whether there
may be a collisionlf the time to collision is below the threshold, it will be
determined as an imminent accident.
2. Send safety warning message
I Sending messages to OBU in order to avoid accident
T Publishing alert message on the oneM2M platform to be consumed by cloud

applicatbns
Roadside Sensing Technolegy l - :
VRU Detection with LIDAR > | In-Vehicle OBU Warning |
Pros loT/ATS G5 RSU ) -
1, Overcomingtheimpactfom | __ _ _ __ Teymp g 3 |
weather and environment . 4 *
2. Detecti d 360 degr - »- -
echng aroun! egrees LIDAR \ RPN .
. APP for HMI
2% = Teathic Light o
® % ~ R g
e A
o ' OneM2M
)
SLATURM In-Vehicle O8BU
\. y,

»  Obtain real-time mformation of
vehicle and pedestnanin the froat

through roadside RSU
Roadside sensingtechnology R fet
Combine ITS-G5 communication and LIDAR, converting detected information into CAM i e e
from RSU to avoid dangerous

Using LIDAR to provide precise and stable detection of padestrian
Through V2X safety waming algerithm, RSU can send safety warning messagesto in-vehicle OBU to avoid dangercus

Copyrpt 2017 \TRI Tmimwnm CFT NE2< Kares Your Cars Tatking
Figure18¢ ITRI prototype, VRU Protection with LIDAR

1.1.37 Finnish pilot site

The Finnish prototype vehicle is equipped with 2 SICK HD LIDARs at the front bumper of the vehicle,
and an ibeo LUX LIDAR at the rear of the vehible.vEhicle is used to detect objects in the vehicle
path. The LIDAR data is made available to the other functions in the vehicle.

3.5 Accelerometer

The accelerometer is basically a linear motion senser,a device that measures total specific
externalforce d the sensor: it is sensitive to both linear acceleration and the local gravitational field.
The basic principle of operation of an accelerometer is the second law of motion. The data from the
accelerometer is conventionally reported in units ofig$ 9.81 m/§. In the initial condition and
calibration, the accelerometer reports a value of 1g along taig and 0 along the x and y axes
when lying at rest face upon a flat table. The gravity vector thus reported is used as a reference for
all otherlinear motion sensing.

With the increasing popularity of smartphones among people, researchers are showing interest in
building smart 10T solutions using smartphones because of the embedded seliker$;PS,
accelerometer, gyroscope or magnetometer.

Autonomous vehicles must not only understand vehicle dynamics in terms of position, orientation,
direction and velocity of the vehicle, but also whether changes in the relationship between these
factors is leading to an unsafe situation either for ocamnis ofthe vehicle, bystanders or other road
users.The safest ride is the mostable ride.
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1.1.38 Dutch pilot site

The prototype vehicles (e.g. TN@aleoand DLR vehicle) used in the Dutch pilot site equipped

with accelerometer An initial measurement unit (IMUis used to measure the egnotion of the
vehicle. The IMU measures translational accelerations in the three orthogonal directions (forward,
lateral and vertical) and it also measures the angular velocities around the three orthonormal axis
(roll-, pitch- and yawrate). The physical measurement principle is based on the Mh&zotre
Mechanical Systems (MEMS).

1.1.39 ltalian pilot site

¢KS LAOGFtEALY tAf20d {AGS 6L{a.0 KIF-d RSOARSR (2 AY
detection, using the same appaich with three different sensors.

The data of the raw signal accelerations on the 3 axes will be collected and analysed using a Nokia 6
smartphone (https://www.nokia.com/en_my/phones/noki®), an inertial 6LOWPAN sensor
provided by CNIT and theccelerometer sensor of an inertial measurement unit (IMU) from CRF.
The virtual sensor can use one or more acceleration sensors combining the upcoming data in a smart
way. The accelerometer measures changes in velocity of the sensor in three dimenkietisietir

sensing provides the sensor information about its motion and thps,or shakes can be detected.
{AYAT I NI & 2NASyll A2y OFry 0SS RSGSNX¥YAYSR o0& (KS
A continuous stream of data related to thiedar acceleration of the vehicle on three principal axes,
together with the three sets of rotation parameters (pitch, roll and heading), will provide additional
measurements related to distance travelled by the autonomous vehithes willprovide data

related to thevelocity and the extent of acceleration towards obstructigeseFigurel9 and Figure

20). The data patterns captured by the accelerometer can be used to detect physical activities of the
user such as running, walking, and bicycling.

Direction of vekicle
movement in sudden
lmpact zone (bad patch)

Vehicle traveling direction

Figurel9 ¢ Gravity vector and Figure20 ¢ Downward jerk sensed by accelerometer which
heading, pitch and roll about axe occurred due to potholes over the road.

1.1.40 Smartphone Accelerometer

The accelerometer records all vehicle vibratiemsluding vibrations from the engine and the gear

box and all swings made by passengers. It is possible to calculate the acceleration of the vehicle in
two directions (1) in the direction of motion of the vehicle to identify the brakin@) in the
direction perpendicular to the direction of motion of the vehicle to identify bumps potholes.

Axes of the phone may not be aligned along the axes of the vehicle. Phone can be in any arbitrary
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orientation inside the vehicle. To use the accelerometer readimgdétecting various events, it is
possible to virtually reorient the axes of the smartphone to align along the axes of the vehicle.
Readings from the reoriented axes can be used to detect events. Leveraging an accelerometer as a
vibration sensor, the chacterization of potholes and roads can be done using the readings of the
accelerometer.

There are many things that should be taken into consideration to get the accurate reatiieg
reporting the descriptions of this device to the concrete case, whenabeelerometer is deployed

on the vehicle. When the accelerometer is deployed in a real veliisleeading might be biased
because the shock absorption system of the vehicle reduces the effect of the potholes. Till now,
smartphones in road condition mouwiting is limited to recording of accelerations and processing
them to discern potholes and monitoring overall condition of road surfaces. Therefore, the data
must be preprocessed before it can be used. This can be done for example by using a passband
filter. It removes low and high frequencies from the measured data. This makes the data much
cleaner and easier to process. Data can also be divided into small segments and normalized to some
specific scale to make the feature extraction and classificatioieeas

Using the mobile device based on mobile sensing techniques to detect potholes, is suitable and
convenient: all the motion sensors return mediimensional arrays of sensor values for each
SensorEventThe linear acceleration sensor provides wittheee-dimensional vector representing
acceleration along eachdevice axis, excluding gravitflinear acceleration = acceleration

acceleration due to gravity]. The linear acceleration sensor always has an offset, haki¢h be

removed. The simplest wajo do this is to build a calibration step into the application, in order to
AGSNI GS GKS EAIYyYSyd 2F GKS &aYIFINILK2yS | O0St S
coordinate system.

Accelerometers use the standard sensoordinate system. In practicethis means that the
following conditions apply when a device is lying flat on a table in its natural orientasteeF{gure
21):

1 If the device is pshed on the left side (so it moves to the right), the x acceleration value is
positive.

1 If the device is pushed on the bottom (so it moves away from you), the y acceleration value
is positive.

1 If the device is pushed toward the sky with an acceleratiol ofi/, the z acceleration
value is equal to A + 9.81, which corresponds to the acceleration of the device (A m/s
minus the force of gravity9.81 m/<).

1 The stationary device will have an acceleration value of +9.81, which corresponds to the
acceleraton of the device (0 mfaminus the force of gravity, whichi8.81 m/s).

r 1 b o 2D \

Smartphone Coordinate v Vehicle Corrdinate

Figure21 ¢ Coordinate system (relative to a device) that's used by the Sensor API.
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1.1.41 6LoWPAN Inertial Sensor

The second sensor used by PS ltaly isnartial unit that suppks raw accelerometer data. This
device is supplied by a partner of CNIT (model SensSGraiOne is a cosftfective wireless device
for use in industrial monitoring and dtbc sensor network applications. SensOne leverages industr
standard IEEE802.15.4 RF protocol for robust and power aware communication interfaces and
USB2.0 connectivity. It embeds light, humidity, accelerometer sensors and-aolee accurate
Analog to Digital converter for flexible deployments. The SensOnddwms designed for battery
powered Internet of Things applications and natively supports stétde-art Internet addressing
protocols (e.g. 6LOWPAN), to interoperate seamlessly with other devices.

Table6 ¢ SensOne inertial sensaharacteristics

Inertial Sensor Characteristics

Characteristics Comment
Module
Processor T1 CC2538 ARM CortexM3
Frequency 32 MHz
SRAM 32 KB 16KB Low power
Program Flash 512 KB
Debug JTAG
Battery charger 1-cell Up to 500mA
RF transceiver
Frequency Band 23942507 MHz ISM band
Data Rate 250 kbps
LOS Range <100 m
Sensors
Accelerometer 3-axis 12bit resolution
Humidity 0¢100% RH +3% RH
Temperature -40°C +125°C +0.4°C
MCU Temperature 0°C +80°C +0.5°C
Battery level 0- Full Charge +1%
Expansions
Analog input 4 24 bit ADC
I/0s 1
USB2.0 6 Up to 12Mbit/s

Other interfaces

I12C / UART / SPI

1/21/2

Electromechanical

Power supply

3.3¢5V

DC/DC converter
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Consumption 40mA
Battery 3500mAh
Size 48x48 mm

The tripleaxis MEMS accelerometer in MBOX0 assembled in the SensOne, includes a wide range
of features:
9 Digitatoutput triple-axis accelerometer with a programmable fedlale range of +2g, +4q,
+8g and +16g
1 Integrated 16bit ADCs enable simultaneouanspling of accelerometers while requiring no
external multiplexer

T ' OOSEtSNRYSGSNI y2NXIf 2LISNIdGAy3I Odz2NNBydyY pnn>|
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at 40Hz

9 Orientation detection and signalling

9 Tapdetection

1 Userprogrammable interrupts

1 HighG interrupt

I User sekHtest

1.1.42 Inertial Measurement Unit accelerometer sensor

The third type of sensor that can be used to acquire raw accelerometric data is the inertial
measurement unit (IMUwhichis an electroit device that measures and reports a body's djeci

force, angular rateand sometimes the magnetic field surrounding the body, using a combination of
accelerometers and gyroscopes, sometimes also magnetometers.

/ wC Kl & LINRPJARSR OG6ANDPO{ 3 GBI UINPIBISRY¥AAIKSG&aSYy a2 N
and orientation determination. It has a satellite receiver, a magrfetld sensor, an accelerometer

and a gyroscope. The sampled data can be transmitted on a CAN bus and logged on the internal
memory cad.

The BMCO050 is a fulbpmpensated electronic compass including a triaxial geomagnetic sensor and a
triaxial acceleration sensor (Gedrees of freedom) that delivaexxcellent performance in very small
size. The BMCO050 allows for determining precisetimpensated geomagnetic heading information
and for providing accurate acceleration sensor data.

Table7 - Integrated electronic compass

Integrated electronic compass BCMCO050 (PEaRE)

Stand-alone operation supported
Resolution 10 bits
Programmable f-range +2g/+49g/ £8g/ £16g"
Zero-g offset +80 mg
Sensitivity tolerance +4 %

- Dataready (e. g. for processor synchronization)
- Anymotion (slope) detection (e. g. for wakep)
- Tap sensinge. g. for tapsensitive Ul control)

- Orientation change recognition (e. g. for portrait/

Accelerometer interrupts
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- landscape & faceip/face-down switching)
- Flat detection (e. g. for position sensitive switching)
- Lowg / highg detection (e. g. for shock and fréal detedion)

3.6 UWB localization
1.1.43 Dutchpilot site

Ultra-Wideband (UWB) modules have become popular for localization purposes in recent years. The
modules operate on a frequency range between 3244MHz and 6999MHz. The modules calculate the
distance to each othebased on time of flight. Using several of these modules makes it possible to
track the position of another module. This is also possible, if one module is static and the other one
is moved over time. By collecting this data, one can estimate the relatisitign between the two
modules. UWB is quite robust to multipath and -lme-of-sight effects, which makes them
interesting to use in structured and unstructured outdoor environment. Since building up an
infrastrucure with UWB is rather straigittrward, they are well suited for pose and map
initialization. In AUTOPILOSeveralstatic UWBmodules will be mounted on the side of the parking

lot. AUWBmModulethat is mounted on thefront side of themicro aerial vehicle (MAVW$ measuring

the time of flight ToF) to the static UWBIodules and using multilateration to calculate its own
position The obtained measurementtisen fused with other sensors on the MAV.

1.1.44 Finnishpilot site

The Finnish pilot site uses UWB technology under development by HERE forimgdomation
accuracy of the automated vehicl&. network of UWB beacons is installed along the edges of the
parking area. Two UWB receivers are installed at the vehicle roof, assuring accurate vehicle heading.
The vehicle calculates its position basedtbe signals received from the fixed UWB beacons. This
position is made available through thevehicle network to the other vehicle applications.

3.7 Crowd detector device with WFi and GPS sensors
1.1.45 Dutch pilot site

The task of the wireless sniffer is to ede WiFi probes or Bluetooth messages from the
surrounding environment. For AUTOPILOT, the surrounding environment refers to the vicinity of the
autonomous vehicle since the wireless sniffers will be placed on the autonomous vehicles.

The wireless sniéir device is developed using RaspberneRj.Raspberry Pi 3) devices with internal
software to collect WFi probesand GPS locations with GPS sensors.

The figure simply showcases the usage of wireless sniffer for the purpose of VRU detection. The
purpose of this device is to receive signals from mobile devices of pedestrians or cyclists.
Smartphones or tablet computers can be exammé&such mobile dedies. The WFi mode should

be enabled for the mobile devices.

Another example could be pedestrians or cyclists carrying Bluetooth Low Energy (BLE) beacons
which broadcast Bluetooth messages. An alternative for Bluetooth broadcasting is that some
smartphore applications provide beacon feature, such that the smartphone can act as a beacon
broadcasting Bluetooth messages.
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Figure22 ¢ Wireless sniffer receiving wireless signals from VRU.

The data received by the wireless sniffer can be stored initially in the buffer storage of the Raspberry
Pi. Then, the data is forwarded to the 10T platfoamd Crowd Estimation and Mobility Analytics
(CEMA serverside servicghrough 3G, 4G, or other ailf@ble communication technologies. The data

can be sent as chunks of data or the transfer can happen for every detected wireless package.

\

A computer for cheds

Long power table

reak-time info
WI-F antenna

Short power cable

Figure23 ¢ An overview of the NEC crowd detector device.

For theUrban driving / Car ebalancinguse case, the wireless sniffer device is used for the purpose

of VRUcrowd detection. For instance, lifased on the crowdedness levels of a university campus,
the car can decide to take or not to take a certain rodtbe number of people is @stated based

on the unique MAC addresses that are received by the wireless device for a certain period of time
(e.g.5 seconds)Figure23showsthe setup for WAFi sniffer in the lab environment, which is named

as the NEC crowd detector device. The device has a power cable (or a power bank if necessary) and a
Raspberry Rhat runs the code for receiving the Wi probes Thesdnclude MAC addrees as well
asReceived signal strength indicati@®SSI) level§loreover, the device has a GPS sensor to detect
the location of the vehicle during the measurement of thewed detector deviceThe received

probe is anonymized (with hashing and salting mechanisms) on the Raspberry Pi device. The
anonymizedWi-Fi and GP8ata is then sent to the serve through the 3G donglethim setup in
Figure23, a computer receives the data and it has gerversidecomponent of CEMA running.
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3.8 BLE Beacons
1.1.46 French pilot site

BLE beacons are used on the French pilot for the vehigieoiide audio/video content when going
past a point of interest. There will be 14 points of interest in total in front of which there will be up
to 30 Bluetooth Low Energy beacons to identify them. The characteristics of the beac¢®8]are

1 Size: 84x84x24mm

1 Radio protocol: BLE

1 Emission zone: up to 100m

Figure24 - BLE beacon used for the Point of Interesidtifications

The BLE Beacons will be installed as csggossible to the road, on street furniture (candelabra,
poles, etc.), at 2 to 3 meters off the ground.

1.1.47 Dutchpilot site

Bluetooth Low Energy (BLE) beacons can be used for various puipoketing parking location
detection accurate and autonomous parking as well as pedestrian or cyclist detection using the
Bluetooth sniffers.

Beacon technology is based on broadcasting BLE profiles of the devices, which can be (in most cases)
configuredeither manually or dynamically. Beacons enable broadcasting information at a certain
frequency and with a certain signal strengtihhich could also be configured as the context of the
information itself. The broadcasted messages can be received by othetoBih device. One can

use the BLE beacons to realize the physical web or internet of things such as objects that are
normally not connected. For example, a small beacon device can be attached to an everyday object
which normally does not have any comnication capability, and then the object will start sending
information. Smart displays can be equipped with beacons and they caorfigured,and certain

URLSs can be broadcasted to show additional information about the content that wants to be shown.
These scenarios are considered for touriselated use cases.

Bluatooth4.0

Figure25 ¢ Beacon devices: nRF51822 and Raspberry Pi Zero W.

Beacons can come with a batteityat has a certain lifetimeln this case, the lifetime of the beacon
functionality depends on the size of the battery. On the other hand, some beacons can harvest
energy using small solar panels. In the case of existence of electricity and plugs to connect, the
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beacons can be dirdgtplugged. For autonomous vehicles or for the road infrastructure, this could
be the case. Therefore, two example devices are considered for realization of the BLE beacon
technology: nRF51822 and Raspberry Pi Zero W. The computing power of these deuickalso

enable configuring the information broadcasted from the beacon as well as other properties of the
beacon dynamically. The above figure shows these two devices. They are very small in size and they
can easily be attached to different objects. Raspy Pi Zero W connects directly to the loT
Platform. The information provided by the beacon dandirectly managed by FIWAREcan also

act as a BLE sniffer. Thus, it can provide the platform with information about nearby beacons.
NRF51822 is smallemd its battery lasts longer. It needs a second dewvicg. Raspberry Pi) that
connects to it through Bluetooth and that acts as a relay to/from the 10T platform.

NEC developed an iPhone applicatithrat is also calibrated to understand the distance o€ th
beacon accurately. The beacon devices are also registered to the FNEAREIOT platform so that

they canbe discovered through entity lookups.

3.9 NB-loTsensors
1.1.48 ltalian pilot site

Narrow Band IoT (NBT, also known as LTE Cat NB1), is a new radiodgythat enables Low
Power Wide Area Network (LPWAN) devices to be connected using LTE cellular network, as shown in

Figure26.
80 80

NB-loT
device 2 NB-loT
device 3

NB-loT \
dovice 1 e
; )
((AE NO HANDOVER \(A)

eNodeB 1 eNodeB 2
Figure26 ¢ NB-loT scenario

The NBIoT standard was introduced at Release 13 of the 3GPP specification in June 2016.
NBloT devices must accorigh the followingconstraints:

1 Lowpower consumption: the epected battery life is 10 years

9 Low throughput: maximum values are 144 kbp®ownlink and 200 kbps in Uplink

9 Low cost

1 Rdaxed latency: up to 10 seconds

9 Scalability: each base station should be able todt&80.000 NBoT devices
Figure27 shows the three types of frequenspectrums supported by NBT:

9 Standalone: channels derived from GSbframingare used;

1 GuardBand: guard bands of LTE spectrum are used

9 In-band: PhysideResource Blocks (PRBSs) inside the LTE spectrum are used.
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Standalone Guard-band In-band
’;‘/ Lre\lius\ /';'LTE\

200 kHz 200 kHz 200 kHz
Figure27 ¢ NB-loT channels

As reported inFigure27, the NBIoT standard does not support the handover procedure. Thus; Low
PowerWAN based on this technology could not be designed feehicle applications.

Indeed, in the contexof the Italian pilot sitejt is planned to employ NBT smart objects to collect
data from water level sensor installed at roadside and forward it to the OneM2M platform, provided
that the base stations are updated to support this technology. The seesimgent of the NBoT
puddle detector is shown iRigure28.

Figure28 ¢ Water level sensor model connected to the NBT puddle detector

Its main technical features are listedTiable8.

Table8 ¢ Water detector main features

Parameter Value
Working voltage 3.3/5V
Output voltage range 0+2.3V
Current < 20mA
Size 65mm x 20mm x 8mm
Detection area 40mm x 16mm
Weight 39

The output voltage is aanaloguevalue proportional to the measured level of wat&igure29
shows how this value is processed when it is captured by the smart object.

NB-loT smart object

to NB-loT

1

1

1

:

1

SPI bus . transceiver !
Microprocessor |-------=----2 > |
1

1

1

1

1

1

1

y

ADC

_________________________________________________________

Figure29 ¢ Processing of the measurddvel of water

The output voltage produced by the sensor is converted to a digital signal by mean24diita
Analog to Digital Converter. Then, the digital value is sent to the smart object microprocessor via an
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SPI bus.

According to the received digitahlue, a sensor driver installed in the microprocessor (programmed
during a previous configuration phase) detects if the water level on the roadway surface is higher
than a deterministic threshold or not. In the positive cage driver associates to thdigital value

the Alarm Level 1, otherwise the Alarm Level 0. When a state transition occurs (from Alarm Level O
to Alarm Level 1 or vice versa), the microprocessor sends to thdoNBransceiver (via AT
commands) a message containing the alarm leved.typ

A simple firmware developed by CNIT handles the communication between the micromoaesis

the NBIOT transceiverit converts the water level measurements of the sensor in two alarm levels
(Alarm Level 0 or Alarm Level 1), according to a detestiinihreshold. Then a payload containing
the alarm level, the position and the time is formed and sent to the oneM2M platform using the AT
commands of the modem and UDP or CoAP protocols.

The different components of the NBT puddle detector developed by CNIT are showFiguare30.

Figure30¢ NB-loT smart olject developed by CNIT. 1) Quectel BERZ0 transceiver; 2) Evaluation board; 3)
Management board; 4) Battery; 5) Power input; 6) On/Off button; 7) Sensor input; 8) Antenna

The management board operation is based on the low power MCU ARM® Gld@eXx®e NB-loT
module is constituted by a Quectel BEB30 transceiver placed on an evaluation board. The BC95
B20 key features are listed Trable9.

Table9 ¢ Quectel BC9B20 key features

Feature Implementation
Power Supply 3.1V~4.2V
Transmitting Power 23dBm =2 dB
Temperature Range -35°C+75°C
Size 19.9+0.15x23.6+0.15%x2.2+0.2 mm
Weight ~16¢9

Main port used for AT command communicatio
and data transmission. It only supports 9600bps
UARTInterfaces baud rate

Debug port used for debugging. It only supports
921600bps baud rate
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Operating Frequencies

Receive: 793821 MHz
Transmit: 832862 MHz

Receive Sensitivity (RSRP) -135 dBm

3.10LoRaWAN
1.1.49 French pilot site

The parking spots of the car sharing stations in Versailles will be equipped with parking detectors so
that the intelligent fleet management system gets the information on how many vehickes ar
available on each car sharing station. These detectors are installed in the ground and work through
LoRaWAN technology. Other characteristics are:

9 Directive antenna yagi 2.4 GHz

i 868 MHz antenna

1 Magnetic detection

1 LoRaWANRFID and Bluetooth connectivity

C’:\T'

T ' N
Figure31- Parking detector (ONESITU) used on car sharing stations
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Chapter 4 describe the functions of 10T devices and the use cases in which thepl@raentedin

the different pilot sites This include connectivity with 10T devices, connectivity between vehicles,
infrastructure and other sensors to enhance autonomalising capabilities and technology that
allows vehicles to monitor the state and availability of different services. As for threhicle
functions, three main groups of sensor systerasch ascamera, radar and lidarbased systems
togetherwith ultrasonic sensorare used for autonomous driving

Chapter 4 presents how other type of sensors/actuators and IoT devices in the different use cases
are used to enhance the autonomous driving capabilities.

As the name suggests, autonomous driving allmass to operate with varying levels of user
intervention.

An overview of the pilot sites and their respective use cases are giv€abile10. Each usecase
includes a number of I0T sensor and actuator devices. Thesecasesand their functions are
described belovaccording to pilot sites.

Table10c¢ Pilot sites and use cases

Use cases Versailles Livorno Brainport Vigo Tampere
(FR) (IT) (NL) (ES) (F)
Automated valet parking
Highway pilot
Platooning

Urban driving

Car sharing

In addition,the expected increase in the ABvel capabilities for each pilot site and their use cases
are indicated and explained according to the SAE standard J3016. The automatioarkegaen in
Tablell1[25].

Tablell- SAE automation levelR5]

0 1 2 3 4 5
No Driver Partial Conditional High Full
Automation assistance | Automation Automation Automation Automation
Human driver Automated driving system
monitors the drivingenvironment monitors the drivingenvironment
Zero Vehicle is Vehicle has Driver is a The venhicle is| The vehicle is
autonomy, the| controlled by combined necessity but | capable of capable of
driver the driver, automated | is not required| performing all| performing all
performs all but some functions, like | to monitor the driving driving
driving tasks. | driving assist| acceleration | environment. functions functions
features may| and steering, The driver under certain under all
be included in| but the driver | must be ready| conditions. conditions.
the vehicle must remain | to take control| The driver The driver
design. engaged with | of the vehicle | may have the| may have the
the driving at all times option to option to
task and with notice. control the control the
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monitor the vehicle. vehicle.
environment
at all times.
4.1 Frenchpilot site
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Figure32 - Versailles pilot site architecture overview

The French pilot site is situated in the city centre of Versailles. The goal is to provide a mobility
aSNBPAOS RSRAOFGSR (2 ©QOAaradz2NAR 2F (GKS OaAadGe@
deployed (one in front of the town hall and two atLILI2 A 0S Sy i NI yOSa
fleet of five connected and autonomous vehicles (Renault Twizy) will be developed for the
AUTOPILOT use cases. The users will be able to download a smartphone application in order to
reserve one of the vehicke and go on an urban trip to discover Versailles and its historic
monuments, churches, walk paths and more. Three main use cases are being developed:
9 Car sharing for touristic applications with three stations equippeéth electric charging

points;

A ¥ 4 A x

27
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idKS

f UbanNRA @Ay3Y O2yySOGSR YR Fdzi2YlF 4G4SR RNAGAY3I A
with point of interest notifications (audio/video) and VRU detection (collaborative

perception)

1 Platooning for automatic fleet rebalancing between the three stations.

1.1.50 Carsharinguse casdunctions (Versailles)

The car sharing use case is about offering a car sharing service for tourists visiting Versailles and the

/adtSQa 3AFNRSyad LG Ffaz2 &adzZJJ2NDLa

the Frenclpilot site.

iKS
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Within this use case, the added value of 10T to the quality of service offered to the users is going to
be analysed. Indeed, the use of 10T is expected to assist responding to the demand of having a
sufficient number of vehicles in differentasions. Through parking sensors and charging stations,

the 10T devices are enabling a réiahe parking management thanks to the common IoT platform.
The devices are pushing automatically their status allowing a faster fleet management. Regarding
vehicles considered as made of several 10T devices, they are pushing on the common IoT platform
their own status (level of battery, localization) and allow to the car sharing cloud service to deliver a
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better booking Application.

The objective is on one hand tocrease the quality of service for the users and on the other hand,

to reduce the exploitation costs. Actually, all partners pushing their IoT devices data allow to all
potential smart cities use cases to be more efficient. Also, the car sharing sendcthe data
produced are used as input for the platooning use case, through car rebalancing service.

The Car sharing use case aims at providing a service of vehicle proposal and availability to users,
directly linked to loT integratianHowever, this servte does nhot allow to evaluate directly
performance of AD.

1.1.51 Platooning use case functions (Versailles)

The Platooning Use Case is part of the car rebalancing business case. It is closely linked to the fleet
management system that indicates which vehicles/e to be transferred from one station to
another.
The added value of the Internet of Things in the platooning use case isailsin the following
aspects:
1 Mission planning:
0 Choose the leading vehicle and its start/end stations according to adkected via
0T objects (e.g. the position of the operator, the charging level of the vekidi
o Choose the follower vehicles, the start/end station and their order in the platoon
according to data collected via IoT sensors in each car and in thim@apots.
9 Traffic Light Assist:
0 Suggest a reference speed to the operator in order to minimize the waiting time (red
light) at each intersection that counts with a traffic light along the entire itinerary.

1.1.52 Urban driving use castinctions (Versailles)

The scope of the Urban Driving Use Case is to show connected and automated driving in an urban
environment in legacy traffic. All roads, except of one, are located in the urban environment of the
OAGe 2F SNAEAIFAffSad ¢ KS gaderds idlis BnfyShakdiwithi vBlderableS R A Y
road users (pedestrians, cyclists). Connected driving is possible on all roads of this itinerary
Fdzi2y2Y2dza RNAGAYy3A 2yte Ay GKS OFadtsSqQa 3AF NRSyYy ¢

The users havingnted a vehicle at one of the car sharing stations are going to receive audio point
of interest (Pol) notifications when driving through the city centre in manual mode, and audio plus
video Pols notifications when in AD mode.

Some of the vulnerable roagsers (VRU) will be equipped with smart devices such as smart watches,
AYFNI 3t aasSa FyRk2NI aYINILK2ySad ¢KSaS RSOAOSa
the IoT platform. Some VRUs will also ride a bicycle equipped with droama unit for direct
communication with the AD vehicle. The latter will receive CAMs and DENMs from the bicycles, and

the communication system will provide the information to the autonomous driving system that is
developed by VEDECOM.
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4.2 Dutchpilot site

The Brainport pilosite concernghe region of Helmondindhoven in the Netherlands. The region
includesthree campuses (Eindhoven University, Automotive campus, and Tigh campus) and
Eindhoven airport. The main road between the cities of Eindhovesh ldaelmond is the A270
motorway, which is part of the DITCM (Dutch integrated test site cooperative mobility) test site. The
DITCM test site is a purposelilt facility for the development, testing and validation of Intelligent
Transport Systems (ITS) armbperative driving technologies. It consists of both a motorway (A270
and N270) and urban environments. The test site is 8 km long, with 6 km of motdrix@Brainport

pilot architecture (simplified) is depicted below.

Applications and services
(use case specific)

[
Other proprietary
platforms (VALEO, TomTom,

DLR)

Huawei loT Fiware Watson loT
Platform loT Broker Platform

oneM2M

Platform
V2X Communication facilities (Commercial LTE, pre-5G, Wifi, 5
— ITS-G5, UWB)
PEey Vehicles (canfiguration = use case specific) cher sensors
(Roadside Cameras, Drone,
InCar loT gateway . Parking Area cameras)
Sensor devices
‘ AD system (ROS) ‘ Service providers

Figure33- The Brainport pilot architecture (simplified)

1.1.53 Automated \alet parking use cas&inctions Brainport)

In the AUTOPIL@3roject, the AVP use case will take place at the Helmond Automotive Campus. The
use case story starts with the vehicle being manudiiyen to the dropoff point in front of the TNO
building. After arriving there, the user activates the AVP function (e.g. fghiicle interface or
smartphone app) and exits the vehicle. Services on the 10T platform determine an ofstacle
route to an available parking position based on information from loT devices. The vehicle
autonomously drives to the dedicated parking position. 0T devices involved in the use case are
1 Permanently installed cameras on the parking attest can detect free parking spots and
obstacles
1 A micro aerial vehicle (MAMhat can provide information about free parking spots and
obstacles, in particular for areas the cameras do not cover
1 loT-enabled vehicles with own sensors.
The primary goal of #1 10T usage is therefore to gain an improved environment mdus can
possibly increase efficiency and safety of the use case.

Figure 34 depicts an overview about the IoT architecture of the AVP use case as deployed in
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Brainport. Two IoT platforms from Watson IBM and oneM2M are used by the AVP and the
interoperability betweenthe two platforms is realized through the interworking bidirectional
connector that has been implemented for this purpose.

Valet Parking Service

S()Li v
8 - @ 8 User
§ 2 = <« Routing Management
- g " Service
wn < 5 Service ervice
39 sa 5 F :
ol (Fb r;g v l ActiveMQ
% (_’3 < Parking Management Service (PMS)
.
= E| ActiveMQ
@ |8 &
RESTR = loT AVP Application .
SOAP
il e e ——  ————
\Ill.l'i'\yl’lhl"ﬂ \-ii\ \!"‘ I .M
IBM & HTTPS Guemegy Connector SENSINOV
N = Pubilish ] 1 I
2 so—— M( J Pt MOT PFublish |
‘.‘l‘;) | Sumerioy ITTPS '3—'\ v Nuliseriby

0 & B a2 &
Smuphone | Ve | Parking spot mvmm)---

Figure34 - Automated valet parking use case Tarchitecture

1.1.54 Highwaypilot use casdunctions Brainport)

For the Detection component of the System, three sensors in the car are vgled alidar, a front
camera and an IMU. An extra camera supports the use case for lane detection but is not directly
involved in lazards detection. Théidar data $ processed by a specific algorithm developed by
Vicomtech, focusing on speed bumps detection.

The front camera data is processed by a specific algorithm developed by Vicomtech, focusing on
potholes. The IMU data is processed by a specific algorithm ajesel by Valeo, capable of
detecting anomaliesvithout specific classificatiorizor the Information component of the System,

one actuator is reliedipon: the ACC control unit. Moreover, turning lights are controlled to support
lane changes scenario.

The wayall these are interconnected is illustrated in the following pictafeéhe invehicle SW and
loT architecture

It is worth noting that the raw data from sensors is indeed passed directly to the runtime
environment where the realime detection algorithmsun. However, everything else is coordinated
through an invehicle 10T platform (here a MQTT Broker) that ensures the coordination betieen
resultsfrom all other software modules.

57



AUTOPILOT

In-Vehicle
foT Platform

P

......

Figure35- Software and IoT architectureniValeo prototypes

In addition to 10T devices within vehicles, the use case also takes advantage of a roadside camera
that monitors the road for anomalies to@.Q. static objects like fallen cargo). The detection from
this camera is passed though TASSdhe OneM2M IoT Platform directly.

1.1.55 Platooninguse casdunctions @Brainport)

The main scope is to showow increased flexibility in platoomavigation andmanoeuvring
capabilities can be realized, and how it danefit from the use of loT technology. Farstance,
platoon formingis done under control of a Platoon service that provides route and speed advice
and recalculates estimated time of arrival apitkup/drop off point on the basis of the actual
positions and geeds of the vehicles. Additional achievement is to guide the platoon after successful
formation. Guidance involves speed and lane advice to the lead vehicle, based on the traffic
situation on the A270. For example, the Platoon service receives reguiaforynation from the

road operator (max speed and lane access/ or closure) and also takes data from the |oT platform
(oneM2M) concerning vehicle traffic conditions and traffic light status data. In order to minimize the
probability of platoon breakup, the Platoon service provides a specific speed advice. After a break
up, it will support reformation. The use case also involves the use of the dmanglder but at the

time of writing this deliverable, this is considered quite challengingan existing speai purpose

lane (e.g. bus lane) may be used inste@tle platooning use case s&arious communication
channels (V2V and V2I). V2V concerns operational ACC while the bidirectional V2I channels are
mainly used for tactical data exchange. Relevant loT degahe road operator originated info, the
actual Traffic State data (through A270 camera array), platoon state data and traffic Light data. Road
Operator Logging takes place on the vehicle (vehicle state and control) and on the IoT platform.

The executia view of the systems and processes involved during the platoon formation stage gives
some insight into the system architecture implemented for Platoonirge intended procedusein
Figure36 are:

1. Traveller steps into the cand starts the Car sharing app;
2. Traveller definesvhetherhe/she wants to béeading or following in platoon;
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Traveller defines the destination;

Car sharing app already knows abewtsting platoons and can match;

Car sharing app gives route to Watson loT, which sends it too oneM2M

Traveller presses the vehicle GUI to put the vehicle in platooning joining/leading, mode
Platoon service receives nemye from the vehicle that it wants to platoon

Platoon service app receives message from the car sharing app that match has been made
Platoon service app gives route(s) to the planner => fill platoon formation message with info
from planner and send toehicles

10. Vehicle receives platoon formation message containing platoon ID and planner information.
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y Initial Matching Reguest Only
ALl dnta
Platooa Asvxr
< Matscal srmation o
¢ FreaiMie D ightinge w |
Raw Traffic fight amil N 'h'nﬂkl-lgil . g i Phat oo S1at0
1rafTie mFormntiun Formmmanum Vs >
ﬂm i TocInf CAM
"
T eatfis futh
PathT sl uiatOnhayp
Fistoanadvace
Fiatoos furmstion
CAM !!m
Flateon sinlus > - > ‘
FormatonAdyice m Wa m lﬁT
Either through direct commumication A
as drawn here or Girosgh JoT, el agating
Legeml ] depends on latency req. (eathicln
” v Al !
External Partner | .
< .
Nice to have IBM (-."h.m
InCar application
L TNO component app I > (IBM)

Figure36 - Platooning use casexecution view of Platoon formation

The Platoon service of TNO listens to theud-basedTraffic Manager application provided by TASS
which delivers regulatory road information.

r Ikl
X Traffic Manager Application @M

File
Hazard Information ADAS Instructions Traffic Management Info
. Speed recommended (km/h) | 70 o
Last hazard received at: 2018-05-17 17:58:05.331272 — 5 .
Time interval vehicles {ms) 2500 is Lane number 1 -

Avoid lane recommended

Take over recommended
Click View last hazard to see latest hazard information

Speed limit 70 7:
Applicable distance (m) before: | 25 - oty
Id:-187dd2518-6ec1-4f7c-8698-6b3afd03e8ef
Lane:-1 Applicable distance (m} after: 5 v
Latitude:51.47505 iy (cBp30 Lane Jatis L
Longitude:5.62426 =
Hazard id: 3698-6b3afd03e8ef | B
Hazard heading degree:269.66333333333336 Road Segment Id | 1 Is
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[ view last hazard | = .
Hazard heading degree: 3.66333333333336 Send RMI
Delete hazard with id: |
- ‘ Send ADAS
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Figure37- GUI of the Traffic Manager application (TASS)

The traffic operator (person) can update the Traffic Management Info sucBpaed limits,
emergency lane statygtc., using the GUI and publishes this information to a respective container in
OneM2M. The operator can also publish road maprimfation (usually static) whexer there is any
change to the otherwise static map (defined by TASS and TNO jointly). The platooning vehicles
subscribed to these containers in OneM2M get these updates and adapts their driving accordingly.
Below a screen shot is depicted of the GUI of Thaffic Manager application.

1.1.56 Urban driving /Car ebalancinguse casdunctions @Brainport)

The main scope is to show how automated drivimigh vulnerableroad users (VRUS) detection can
be realizedor Urban driving /Car rebalancing

For Brainport 3 dfferent modalities for detecting VRUs are implemented: Crowd Estimation and
Mobility Analytics using \WWkibased measurementssmartphones enabled with 0T connectivity
(OneM2M platform integration)and ITSG5 (CAM messageshabled Technolution FlowRadar
devices (which can be carried by pedestrians or mounted on bicycles).

Crowd Estimation and Mobility Analytics (CEMA) system is usin imse case for the purpose of
SYKFyOAy3a (KS zw! RSGSOGA2Y FTYR GF1Ay3I menOliA2ya
surrounding theautonomous vehicle. While WAibased measurements are not very accurate due to
noises and differences of environments such as different obstacles and wireless interferences, the
CEMA outputs can be given as a feedback to improve tirilvimodel. For instance, if crowdedness

is estimated by the CEMA system, the autonomous vehaeconsider it while taking a decision for

a certain route. Moreover, multiple cars can share crowdedness information with each other to have
a more global vw of crowdednessThe CEMArowd detector devicas based on usage of the
wirelesssensors and GPS sensansd their deployment to the autonomous vehicWireless sniffer
devices are responsible to collected-Wiprobes from their vicinities and forwattis information

to the serverside of the CEMA system.

For the use case also, a prefined number of the vulnerable road users (VRU) will be equipped
GAUK L2¢ SylrofSR aYINILK2ySad ¢KSasS avYlINgLK2yYySa
via the bT platform (OneM2Mandor HUAWEI OceanConnect platfgrm

Mainly for verification, validation & benchmarking, some VRUs will be equipped with a portable ITS

G5 enabled unit (FlowRadar provided by Technolution) for direct communication with the AD
vehicle.The latter will receive CAM messages from the bicycles & vice versa and the communication
system will provide the information to the autonomous driving system of the AD vehicle.

Considering SAE levels of Az vehicle will be selfriving. However, sircthis is a research vehicle

it still requires a trained engineer to monitor the system in case of safety related issues. 10T adds in
this case extra redundancy, but it is to be tested in the Pilot Tests in how far this can be redundant to
the existingsersor setin the vehicle. In best case, the aim is to increase from AD level 3 to a
maximum of level 4.

1.1.57 Car sharing use case functions (Brainport)

A car sharing service is intended as a service to enable different customers to make use of a fleet of
cars (either seltiriving or not) which is shared amongst them. Car sharing can be interpreted as a
service that finds the closest available car andgssit to a singleustomer ordrive the closest
available car to the requesting customer. Car sharing can also be intended as ride sharing, when
multiple customers that possibly have different origins and destinations share a part of the ride on a
commoncar (either sekdriving or by driving it themselves). Finally, car sharing services can also be
thought of as services that allow customers to specify -pjgkand dropoff time-windows to
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increase flexibility and planning.

Figure 38 shows the target architecture for the car sharing use case. The focus here is on the
interaction between the various car sharing actors and components and the Open &drnpla
common services as a whole, represented as one box.

Client App - ""; Car Sharing
D Ser\'icc

¥

4—)_;, In-Vehicle ToT

| |
Edante =barte b n b
= Werils Svenis cYaenis [ 1».‘

Hardware Software . ' . - . .
Commumeation Lommunication Comimunscatin
Pra Proy Proxy Proaxy
« GPS * Vehicle Routing - — - -
« On-board computer « Trip cost estimation x Road
« Internet connection Parking Traffic Transport Infra

Figure38 ¢ Car Sharing Use Case Architecture

Users should book cars and manage (modify, cancel, etc.) their bookings using the central car sharing
service through anobile or desktop application, referred to as the client app.

The proposed architecture requires that shared vehicles should be equipped with the necessary
hardware and software to: (1) communicate their probe data (GPS location, speed, etc.) to the open
loT platform common services and the car sharing service, and (2) compute optimum routes and
their costs (distance, energy consumption, etc.) given an assigned destination. These may be fully
implemented inside the vehicle itself or may be delegated to mxtkweb services.

loT-enabled devices and vehicles of the I0T ecosystem should publish relevant events (traffic,
accidents, weather, parking spot availability, etc.) on the open IoT platform. In order for the car
sharing service and shared cars to be fiedi about events that may affect their planned trips, they
should subscribe to the open IoT platform for relevant evefitse open IoT platform should be
responsible for collecting data from the n@us |oT devices, storing theemd communicating the
relevant pieces of data (events) to subscribers.

4.3 lItalian pilot site

The Italian pilot site is a testing infrastructure encompassing the Flofeiwoeno freeway together

with road access to the Livorno sea port settlement. The testbed consists of three: Zomes
LivornoFlorence freeway, The Traffic control centre (TCC) located in Empoli, and the port landside
just in front of the cruise terminal. The vehicles which will be used in the test site are FCA Jeep
Renegade with different functions and roles: twehicles by CRF with automated driving functions

and five service vans by CRF and AVR with advanced V2X communication capabilities. Both Highway
pilot and urban driving use cases are performed. The Pilot Site architecture is sheigaories9.
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Figure39¢ Livorno pilot site architecture

It can be observed by lookireg Figure39 that adding I0T devices to the AD context extends the
attack surface related to cybersecurity threatSUTOPILOIE not going to develop novel security
devices but will focus on developing and integrating devices and protocols that employ established
and well known loT and embedded systems solutions to security problems. Deliverabl@gndiblo
specification of Segity and Privacy for lo&nhanced ADprovides a security risk analysis that is
intended to drive the development of theUTOPILOfEatures while providing the expected security
and privacy that are crucial for AD. Because of the limited effort schedwfethe AUTOPILOT
project on the implementation of security features, it is possible that not all of the D1.9 security
requirements will be met at project completion. The starting point, as of the date of the internal
diffusion of this document, sees most the 0T devicesnd theirconnections still not secuceand

the compliance with many security requirements is still under evaluationekample,the ITSG5
messages sent by the vehicles and the infrastructure elements are not already using the security
functionalities described by the ETSI standatdising the D1.9 risk analysthe next stages of the
project will focus on mitigating the most dangerous threats while taking into account the effort
needed to remegl the situationin a balance costbeneft way.

1.1.58 Highwaypilot use casdunctions (LivorneFlorence)

¢tKS a02L)S 2F (GKSasS (Sadta Aygz2t@Sa OFNB SAGK L2¢
The cars are Jeep Renegades with on board equipment, (toallsal 10T open vehicular platform)

enabling IoT triggered AD functionsamely speed adaptation, lane change, lane keeping. Some
carsalsohave special sensors, such as thelta$ed pothole detector.

¢CKS GaYrNIé KAIKgLE Aa || FNBSglF & ¢KSNBetworklLISNIDI & ;
of roadside sensors or other sources capable of collecting information and making it available to
cloud-based applications. In the use casesnnected cars and the Traffic Control Cerdtsohave

an important role. For safety reason, the conrexticars precede and follow the AD car driving in

convoy.

The goal is to show how the combined use of loT atiiSCcan mitigate the risk of accident for an
AD car, when at a certain pojrthe road becomes dangerous because of two kinds of hazardous
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